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Abstract

Media Streaming over Internet, as a popular high bandwidth application, is an expensive service in terms of resources. An approach to reduce the cost of this service is to use peer-to-peer overlays, in which each node shares its resources with the others. Thus, the capacity of system grows by the number of participating nodes. In this thesis we present ForestCast, a peer-to-peer live media streaming system. Within ForestCast, we have proposed a number of heuristics and examined their impact on the quality of service experienced by clients. To evaluate ForestCast, we have implemented a simulator, called SICSSIM-B, which is a stochastic discrete-event flow-level simulator that models bandwidth, link latencies and congestion. We have shown that by selecting appropriate heuristics, one can increase bandwidth utilization, quality of the media playback, and the fault-tolerance of the nodes, as well as decrease the playback latency and startup delay. These heuristics include considering the properties of the nodes when positioning them in the overlay, selecting multiple distinct suppliers for a node, fairly distributing data segments in the overlay, and continuously incorporating an incremental improvement to the overlay structure.
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Chapter 1

Introduction

*Streaming media* is a multimedia that is sent over a network and played as it is being received by end users, i.e. users do not need to wait to download all the media; instead, they can play it while the media is delivered by the provider. There are different approaches to media streaming. In this thesis work we look at some of them and introduce our solution to multicasting media over a network.

1.1 Motivation

Media Streaming over Internet is getting more popular everyday. Websites, such as *YouTube* \(^1\), provide media content to millions of viewers. The conventional solution for such applications is the client-server model, which allocates servers and network resources to each client request. Since media streaming demands a high transmission rate and causes heavy load on servers, it is an expensive service in terms of resources. So the client-server model fails to provide such a service when the number of clients grows, unless resources are increased proportionally to the number of clients. Since there are few companies, like *Google*, who can afford providing such an expensive service at large scale, finding alternative solutions is an active field of research [67].

*IP multicast* is an efficient way to multicast a media stream over the network, but it is not used in practice due to its limited support by the Internet Service Providers. An alternative solution is *Application Level Multicast (ALM)* [7, 34], which uses *overlay networks* to distribute large-scale media streams to large number of clients. One type of overlay network is *peer-to-peer overlay*. Peer-to-peer overlay is a type of network in which each peer simultaneously functions as both client and server to the other peers on the network. In this model the peers who have all or part of the requested media can forward it to requesting peers. Since each peer contributes its own resources the capacity of whole system grows when the number of peers increases.

---

\(^1\)www.youtube.com
Peer-to-peer streaming is challenging; because to have a smooth media playback, data blocks should be received with respect to certain timing constraints. Otherwise, either the quality of the playback is reduced or the continuity of the playback is disrupted. What is more, in live streaming, it is expected that at any moment, clients receive points of the media that are close in time, ideally, the most recent part of the media delivered by the provider. For example in a live football match, people do not like to hear their neighbors whooping it up for a goal, several seconds before they can see the goal happening. Satisfying these timing requirements is more challenging in a dynamic network, where (i) nodes join/leave/fail continuously, called churn, or (ii) network capacity changes due to network congestion etc.

Many different solutions have been already proposed for peer-to-peer media streaming, but few of them have been able to satisfy all the above mentioned requirements. We believe this is partly because some of these requirements are conflicting. For example in order to provide a constant high quality stream, you may ask users to store the media in their buffer for a while before they start to play; which will result in a high playback latency and start up delay.

The other problem with the existing solutions is that each solution comes with its own metrics and measurements. Hence a fair comparison of different approaches is difficult. Even for those solutions, which are mainly similar and differ only in some small parts, there is no clear way to truly compare how those little differences affect the quality of service.

1.2 Contribution

Our contributions to the media streaming problem are (i) designing an algorithm for peer-to-peer media streaming, called ForestCast, (ii) implementing a stochastic discrete event peer-to-peer simulator, which also models bandwidth and link latencies, called SICSSIM-B, and finally (iii) investigating how different heuristics will affect the quality of service experienced by clients.

In ForestCast we use a central server to handle the control messages and a peer-to-peer overlay to deliver the media stream to nodes. As we discussed, the large scale data, which is troublesome in media streaming, motivates us to move from the client-server model to peer-to-peer overlays. Constructing and maintaining such overlays incur a control overhead, which must be kept low so that it does not waste the access link capacities itself. This low overhead makes it feasible for a centralized directory to deal with a large number of control messages. Hence, we build the peer-to-peer overlay only for the bandwidth intensive part of the service, which is the data delivery to the nodes. Our proposed solution, differs from the existing solutions in that we solve the problem using a heuristic technique. ForestCast provides a framework, which can be configured with different constraints and objective
functions. In other words, we choose a performance centric approach that easily adopts to various design goals. So this solution can serve a wide range of media providers, who have their own requirements, priorities and objectives.

To evaluate our algorithm, we developed a simulator, called SICSSIM-B. Currently there are very few peer-to-peer simulators available. These simulators either have to consider all the details of packet transmissions in network, which makes them barely scalable for simulating huge number of data packets, as it is required in media streaming, or they have to abstract all the underlying layers of network, which leads to inaccurate measurements. Furthermore, none of the available simulators can simulate data streams and measure the efficiency of streaming in terms of timing requirements of data blocks. Our simulator enables such measurements while keeping the simulator scalable to evaluate the behavior of the overlay at large scale.

Our solution also serves as a platform to study how different heuristics can change the properties of data delivery overlays. What is desired in all the existing algorithms, is to construct and maintain an efficient data delivery overlay, but there is no common definition for being “efficient”. This is why the algorithms are not fairly comparable to one another. If we use a central server with global knowledge, which can quickly make the best possible decisions with respect to certain criteria and objectives, we will end up in an optimum overlay for the respective configuration. This overlay can then be used as a reference of measurement, by the algorithm designers and can help them to decide on the best policies they can apply in order to improve their overlay.

Our experiments show that for positioning nodes in the trees, it is very important to consider the properties of the joining nodes. For example it is a wise decision to put nodes with petty bandwidth as far as possible from the media source, by using a Depth First Search policy. Even during the lifetime of an overlay, incorporating an incremental improvement, which pulls the stronger nodes up the trees and pushes the weaker nodes down, will result in a more efficient overlay. Note to be taken, that a strong node is not only a node with a high bandwidth, but the one who has also stayed long in the system.

We also observe that to maximize bandwidth utilization, it is of crucial importance to uniformly distribute different parts of the media, e.g. substreams, in the overlay. For example, nodes are better to prioritize forwarding a substream, which they have forwarded less. A fair distribution of data in the overlay, prevents a situation in which some part of the data becomes rare, and even though there is a free capacity in the network for data delivery, data is not accessible and the bandwidth can not be utilized.

What is more, we show that selecting distinct parents for a node, makes it more
fault tolerant and will decrease the number and severity of disruptions nodes may ever experience.

Another interesting result we come up with, is that a greedy approach to choose the startup segment for a joining node, would result in not only a better playback latency, but also, surprisingly, a better quality. More exactly, although one may think starting with an earlier point of the media would make a node more fault tolerant, we conclude that it is always better to provide the nodes with the most recent data available, that is the largest segment all the parents have in common.

1.3 Delimitation

As mentioned before, one of our motivations is to enable a fair comparison of different algorithms and see how close they are to an optimum solution. This is possible only if we can assume a global view of the whole overlay, e.g. by assuming a centralized directory that knows about all the peers and the structure of the overlay. Hence, even though the study of a fully distributed system without any centralized directory is interesting, we exclude it from this thesis document and leave it for the future work. See Chapter 6.

The centralized directory that we introduce in ForestCast can either be a single server or a set of distributed servers. Using a set of distributed servers would eliminate the single point of failure problem, which may be of interest for media providers. However, replacing a single server by a set of distributed servers is an independent field of research [54, 49, 17] and is out of scope of this document. So we only assume a single server as the centralized directory.

As we will see in Chapter 2, one approach to peer-to-peer media streaming, which is attaining more interest these days, is the combination of push models and pull models. In a push model, data is multicast through predefined paths in the overlay, but in pull model data is explicitly requested from other nodes who possess it. In this document we only focus on push model, i.e. how we can construct the multicast paths, so that we can guarantee a certain level of quality of service. This method can be further improved by incorporating a pull model for acquiring those data segments a node misses in the pure push model; but we leave it for future work. See Chapter 6.

Furthermore, a field of study, which is relevant to media streaming, is the encoding techniques. There is work still ongoing in this area [8]. One of the proposed solutions is Multiple Description Coding or MDC [18], which we use in ForestCast and will describe further in Chapter 2. Although ForestCast is independent of the media encoding technique, in this document we do not consider the use of other encoding techniques.
1.4 Outline

The rest of this document is organized as follows. Chapter 2 provides a framework for classifying and comparing solutions, and reviews the related work in terms of the framework. Chapter 3 presents ForestCast, our solution to media streaming over a peer-to-peer overlay. It also provides a number of heuristics, which can be applied to construct data delivery overlays. Chapter 4 presents the existing challenges in simulating peer-to-peer algorithms, as well as a brief description of the existing simulators. In this chapter we also introduce our simulator, SICSSIM-B, which we used for the purpose of evaluation. Chapter 5 shows how ForestCast performs in different scenarios and with different configurations. In Chapter 6 we hint on some future research directions, and finally in Chapter 7, we conclude the work.

Figure 1.1 shows a road map of how one can read this document. The arrows show the dependency between chapters, so readers may skip some of the chapters and go directly to what is of their interest.

Figure 1.1: Study road map of this document
Chapter 2

Related work

In this chapter we review the related work, but before delving into details of individual solutions, we provide a framework in which solutions can be classified and compared.

2.1 Classification Framework

We believe each peer-to-peer media streaming solution should provide the answer to the following two main questions:

1. How to locate supplying peers?
2. How to deliver content to peers?

Next, we study a number of answers to these questions.

2.1.1 Finding Supplying Peers

The first question we need to answer when studying a peer-to-peer media streaming solution is that how a peer finds its supplying peers. According to [67] the main methods, which serve this purpose, are:

- Centralized method
- Hierarchical method
- DHT based method
- Controlled flooding method
- Gossip based method
Centralized method
The first solution for locating supplying peers is to use a centralized directory. In this method the information about all peers, e.g. their address or available bandwidth, is kept in a centralized directory. The centralized directory maintains the overall topology of the overlay. Two sample algorithms in this category are CoopNet [42] and DirectStream [19].

As we can see in Figure 2.1, whenever a new peer arrives, it sends a join request to the server and the server finds one or more proper data provider(s) for it, considering the local information about the overlay and the properties of the joining peer. Then the peer and its provider(s) can communicate with each other. When a node wants to leave, it sends a leave request to the server, and waits until it receives the server’s grant. Meanwhile the server finds a substitute provider for the leaving node’s children. If a node fails, it takes time before the server detects the failure and its information would be out-of-date meanwhile. To detect failures, server can periodically probes the nodes to see if they are alive. But as the number of nodes grows, the burden of server links increases. Another solution is to get help from peers to detect the failure. In this case, whenever a peer detects the failure of another peer, i.e. its parent, it informs the server of that failure.

The advantage of the centralized model is that since the central server has a global view to the overlay network, it can handle node joins and leaves very quickly. One of the arguments against this model is that the server becomes a single point of failure, and if it crashes, no other peer can join the system. But the central server can be replaced by a set of distributed servers. This is described in Section 3.3.

![Figure 2.1: Peer location using centralized method. The peer sends its join request to the central server (1), the central server finds proper providers for the peer and informs the peer about them (2), the peer contacts them (3), and then the provider(s) sends data to peer (4).](image-url)
Hierarchical method
The next method for locating supplying peers is using a hierarchical model, which is used in some systems such as Nice [3], ZigZag [57], and Bulk Tree [1]. In this method several layers are created in the overlay network. As we can see in Figure 2.2, the lowest layer (layer-0) contains all the peers. The peers in this layer are grouped into some clusters, according to a property defined in the algorithm, e.g. the latency between peers. One peer in each cluster is selected as a head. The selected head for each cluster becomes a member of one higher layer (layer-1). By clustering the peers in this layer and selecting a head in each cluster, we can form the next layer, and so on, until we end up in a layer consisting of a single peer. This single peer, which is a member of all layers is called the rendezvous point (The node in the layer-2 in Figure 2.2).

Whenever a new node comes into the system, it sends its join request to the rendezvous point. The rendezvous node returns a list of all connected peers on the next down layer in the hierarchy. The new node probes the list of peers, and finds the most proper one and sends its join request to that peer. The process repeats until the new node finds a position in the structure, where it receives its desired content.

This model is scalable and it guarantees to find proper providers for the peers.

DHT based method
Third approach to locate supplying peers is based on Distributed Hash Table (DHT). As described in [17],
A distributed hash table is a hash table, which is distributed among a set of cooperating computers. Just like a hash table, it contains key/value pairs. The main service provided by a DHT is the lookup operation, which returns the value associated with any given key. In the typical usage scenario, a client has a key for which it wishes to find the associated value. Thereby, the client provides the key to any one of the nodes, which then performs the lookup operation and returns the value associated with the provided key. Every node should be able to lookup the value associated with any key. Since all items are not stored at every node, requests are routed whenever a node receives a request that it is not responsible for. For this purpose, each node has a routing table that contains pointers to other nodes, known as the node’s neighbors. Hence, a query is routed through the neighbors such that it eventually reaches the node responsible for the provided key. Figure 2.3 illustrates a DHT which maps file names to the URLs representing the current location of the files.

SplitStream [7] and Pulsar [30] are two sample algorithms that work over a DHT. In these systems each peer keeps a routing table including the address of some other peers in the overlay network. Whenever a new node comes to the system, it sends request message to find a supplying peer. The peers forward the message according to their local routing tables, until it reaches the responsible node for handling that request (Figure 2.3). This method is scalable and it finds proper providers rather quickly. It guarantees that if proper providers are in the system, the algorithm finds them.

![Figure 2.3: Locating supplying peer in DHT method. The media stream files are distributed among the peers, and the peers keep routing pointer to each other. If an application sends a lookup request to node id4 to find stream1, node id4 routes the request to node id5, because it does not contain that file, and node id5 also routes the request to node id1, which contains the stream1 and can response the request.](image-url)
2.1. CLASSIFICATION FRAMEWORK

**Controlled Flooding method**
The forth method is *controlled flooding*, which is originally proposed by Gnutella [56]. GnuStream [23] is a system who used this idea to find supplying peers. In this system, each peer has a *neighbor set*. Whenever a peer seeks a provider, it sends its query to its neighbors. Each peer forwards the request to all of its own neighbors except the one who has sent the request. The query has a *time-to-live (TTL) value*, which decreases after each rebroadcasting. The broadcasting continues until the TTL becomes zero. If a peer, who receives the request satisfies the peer selection constraints, it will reply to the original sender peer (Figure 2.4).

This method has two main drawbacks. First, it generates a significant traffic and second, there is no guarantee for finding appropriate providers.

![Figure 2.4: Locating supplying peers by controlled flooding method. One application sends its request with TTL = 3. Each peer decreases the TTL and rebroadcast it to all neighbors except the one who received the request from. The peers who matched the request response to the origin peer.](image)

**Gossip based method**
The last approach to find supplying peer is the *gossip based method*. Many algorithms are proposed based on this model, e.g. CoolStreaming/DONet [68] and PULSE [46]. In this method each peer maintains a neighbor set, which is a partial view of the whole overlay. Whenever a new peer comes in to the system, it contacts a *bootstrapping point* and is given some random neighbors. Each peer periodically communicates with its neighbors to maintain a number of available partners in the presence of node departures. Peers also periodically send their data availability information to their neighbors to enable them find appropriate suppliers, who possess data they are looking for.
This protocol is scalable and failure-tolerant, but because the neighbor selection is random, sometimes the appropriate providers are not found in a reasonable time.

**A brief comparison**

Figure 2.5 shows a brief comparison of the above mentioned techniques. Since in the centralized method, the central server maintains the information of whole system and all peers send their information periodically to it, it has the lowest scalability. The controlled flooding method also is not very scalable because of generating a large traffic. In contrast, the hierarchical, DHT-based, and gossip-based methods have a good scalability.

In control flooding method, the system can not find supplying peers if they locate out of TTL scope. Small values of TTL deteriorates this problem. The gossip-based method also can not guarantee finding supplying peers in a bounded time, because of the random nature of neighbor selection.

In centralized method, the peers do not play any role in selecting their providers, and leave it to be decided by the central server. Hence, the peers do not maintain information about other peers in system and they only know the central server. So the order of information kept in them is $O(1)$. In other methods, though, peers have a neighbor set and a partial view of the system, so the order of information they maintain is $O(\log N)$.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Scalability</th>
<th>Search guarantee</th>
<th>Order of information kept at a peer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized method</td>
<td>low</td>
<td>yes</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>Hierarchical method</td>
<td>high</td>
<td>yes</td>
<td>$O(\log N)$</td>
</tr>
<tr>
<td>DHT based method</td>
<td>high</td>
<td>yes</td>
<td>$O(\log N)$</td>
</tr>
<tr>
<td>Controlled flooding method</td>
<td>low</td>
<td>no</td>
<td>$O(\log N)$</td>
</tr>
<tr>
<td>Gossip based method</td>
<td>high</td>
<td>no</td>
<td>$O(\log N)$</td>
</tr>
</tbody>
</table>

Figure 2.5: Comparison of different methods for locating supplying peers

### 2.1.2 Data Delivery

After finding supplying peers, the next question to be answered is how the peers deliver data to one another. There are three main methods for data delivery:

- Push method
- Pull method
- Push-Pull method
2.1. CLASSIFICATION FRAMEWORK

Push method
The main idea in push method is that each peer pushes the data it receives to a number of other peers, according to predefined paths. There are two main categories in push method: single tree and multiple trees [67]. In single tree model (Figure 2.6), a multicast tree is constructed among all the peers in system and each peer is responsible to send data to its children. The advantage of single tree structure is its simple topology and no redundancy in data delivery, because each peer receives the data from its single parent. The tree topology has some drawbacks though. Firstly, it does not utilize the upload bandwidth of leaves and only the interior nodes, which are a minority, carry the burden of data forwarding. Secondly, the tree is a fragile structure. Because each node is connected to a single parent, if the parent fails, the peer and the subtree under it will suffer a data loss.

Figure 2.6: One single tree is created among the peers of the system, which is rooted at the media server

To mitigate these problems, the multiple trees topology is proposed (Figure 2.7). In this topology the stream is split into several substreams, called stripes or descriptions, and a separate tree is responsible for forwarding a single stripe. There are several techniques to split a stream into a number of stripes e.g. layering technique [8] or Multiple Description Coding (MDC) [18]. MDC is one of the splitting techniques, which fragments the media stream to multiple independent substreams. In order to decode the media stream, any stripe can be used, however, the quality improves with the number of stripes received in parallel.

In multiple trees model, the nodes can join as many trees as the number of stripes they want to receive. A node receives each stripe from different providers, and in case of failing any of its providers, the node can receive other parts of the media from its other providers. Hence a node’s failure will not interrupt the stream of its children as long as they receive other stripes from different paths. Such events only causes a temporary loss of quality before the damage is fixed. Some solutions, like SplitStream [7], manage the nodes such that a node can be an interior node in one tree and leaf in other trees. So, because the leaves in one tree are interior nodes in
other trees, their upload bandwidth are utilized.

Figure 2.7: Two trees are created among the peers. Both trees are rooted at media server. One tree is shown by dashed line and the other one is shown by continues line. Having two trees means that the media stream is split into two stripes, and each stripe is delivered by one tree.

**Pull method**

Another method for data delivery is pull method. The main idea of pull method is that each peer explicitly requests required data from other peers. Each peer has a neighbor set and it periodically exchanges data availability information with its neighbors. Whenever a peer receives such information from other peers, it learns about the data segments it has not received yet. It then requests the missing data from the peers in the neighbor set, who possess it. To motivate the peers in pull method to cooperate in data delivery and share their upload bandwidth, one way is to use *tit-for-tat* algorithm as used in Bittorrent [10].

Pull methods are divided into two main groups: *receiver-driven* and *chunk-driven* [61]. In the receiver-driven approach, the receiver requests the stream from other peers, and if a peer accepts the request, then a session will be established between them. From then on, the supplying peer will transfer the stream to the requesting peer. GnuStream [23] and CollectCast [21] use this approach. On the other hand, in chunk-driven approach, the media stream is divided into *chunks* or *data segments*, and the receiver requests each chunk explicitly from other peers, typically different ones. But differently, there would be one request per data chunk. Coolstreaming/-DONet [68] and PULSE [46] use this approach.

Although the random partner selection in pull method improves resource utilization and load balancing, but it can not guarantee that the data blocks are received in time. Also, since neighbors should exchange data availability information periodically, the control overhead is higher than tree-based models.
Push-Pull method.
This method, which has gained more attention in recent years, combines the advantages of push and pull approaches. Data delivery in this method has two phases. In the first phase a tree structure (either single or multiple) is created and each peer pushes the data to its children. In the second phase each peer requests the missing data blocks from its neighbor. Pulsar [30] and Prime [31] are two examples that work with this method.

A brief Comparison
Figure 2.8 shows a brief comparison of different methods for data delivery. The single tree model has poor resilience to node failure, because the nodes receive data from a single parent and if that parent fails, its children can not receive any data any more. On the contrary multiple trees and pull model are more resilient, because in the former nodes receive data from multiple parents, and in the latter each node has a number of neighbor and can pull data from them.

The load balancing in single tree model is not fair, because we do not use the upload bandwidth of leaves and only interior nodes carry the burden of data forwarding. This problem is solved in multiple trees, since leaves in one tree can be interior nodes in other trees. Also in pull model, all nodes in a neighbor set can use the upload capacity of one another. As mentioned before to motivate nodes to share their upload bandwidth, we can use different policies, e.g. tit-for-tat.

In push model (single tree and multiple trees) after creating the tree(s), there is no extra overhead to deliver data, and nodes simply push data to their children; whereas in pull model the nodes should periodically inform the others about the availability of data and will produce some overhead. In push-pull method the data is delivered by push model and the nodes pull data only if they can not receive it in push phase. This model also has a low overhead.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Resilience to node failure</th>
<th>Multiple supplier</th>
<th>Load balancing</th>
<th>Data delivery overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Push method (single tree)</td>
<td>poor</td>
<td>no</td>
<td>no</td>
<td>low</td>
</tr>
<tr>
<td>Push method (multiple trees)</td>
<td>good</td>
<td>yes</td>
<td>yes</td>
<td>low</td>
</tr>
<tr>
<td>Pull method</td>
<td>good</td>
<td>yes</td>
<td>yes</td>
<td>high</td>
</tr>
<tr>
<td>Push-Pull Method</td>
<td>very good</td>
<td>yes</td>
<td>yes</td>
<td>low</td>
</tr>
</tbody>
</table>

Figure 2.8: Comparison of different methods of content delivery
2.2 Existing Solutions

In this section we briefly introduce some of the existing peer-to-peer media streaming algorithms. We have grouped these algorithms by the method they deliver data. For each solution we describe the major contributions, how nodes find their supplying peers, i.e. how the data delivery overlay is built, how it deals with node leaves and failures, and finally what the drawback are.

2.2.1 Push Method Solutions (Single Tree)

ZigZag

ZigZag [57] is a single tree algorithm for peer-to-peer media streaming, which uses hierarchical method to find supplying peers. ZigZag separates logical and physical connections between peers, namely administrative organization and multicast tree, respectively. Administrative organization builds and maintains the overlay structure i.e. the multicast tree, and data is delivered through this multicast tree. The main contribution of ZigZag is how to map peers into administrative organization, and build the multicast tree based on it, and how to update these two structures under network dynamics.

ZigZag organizes peers into a multi-layer hierarchy of bounded-size clusters ([2, 3k] in the highest layer and [k, 3k] in other layers that k is constant). The lowest layer (layer-0) contains all the peers. One peer in each cluster is selected as the head of that cluster, and becomes a member of the next upper layer; and so on until it reaches a layer with only one cluster. Note that, media server is a member of all layers and head of all clusters it belongs to. ZigZag builds a multicast tree over this organization.

Each peer periodically communicates with its clustermates, children and parent, to maintain its position in the multicast tree and the administrative organization. Two important values are sent to a parent by its children: Reachable(X) and Addable(X). A Boolean flag Reachable(X) is true if and only if there exists a path in the multicast tree from node X to a layer-0 peer, and a boolean flag Addable(X) is true if and only if there exists a path in the multicast tree from node X to a layer-0 peer whose cluster’s size is in [k, 3k − 1].

Whenever a new peer P comes in to the system, it submits a join request to the media server. If the administration organization has only one layer and its cluster has enough capacity to accept a new member, the new node connects to the media server directly. Otherwise, the join request is redirected along the multicast tree downward until a proper peer is found. In this process, if a peer X, who receives the request, is a leaf, P is added to X’s cluster and X’s parent is selected as the parent of P in the multicast tree. Otherwise, if peer X is addable, it finds an addable peer Y among its children, whose distance to source is minimum, and forwards the
request of $P$ to $Y$. If the peer is not addable, it finds a reachable peer $Z$ among its children with shortest distance to source and forwards $P$'s request to $Z$. This process continues until the peer reaches a leaf. Whenever size of a cluster exceeds $3k$, it is split into two clusters.

In case of failure of a peer $X$ at layer-$j$, for each cluster in layer-$(j-1)$, whose non-head members are children of $X$, the head of the cluster, $Y$, is responsible for finding a new parent for the orphaned peers. $Y$ selects a layer-$j$ non-head cluster-mate with the least degree as the new parent. Furthermore, since $X$ used to be the head of $j$ clusters (layers-0, layer-1, ..., layer-$(j-1)$), those clusters must find a new head. This is done by selecting a random cluster-mate of $X$ at layer-0 and letting it to replaces $X$ in all those $j$ clusters. What is more, if the size of a cluster becomes less than $k$, that cluster is merged with another cluster of the same layer.

The main drawback of ZigZag is that it does not consider the upload bandwidth capacity of peers in join procedure. Also, because ZigZag creates single tree connection between peers, it has the general problems of single tree model, such as not using upload bandwidth of leaves and vulnerability to failure of interior nodes.

**DirectStream**

*DirectStream* [19] is a peer-to-peer video streaming system that provides video on-demand service with VCR operation support. It uses a centralized directory, called *AMDirectory*, to find providers for each peer. The *AMDirectory* itself, is implemented over *Scribe* [50] and *Pastry* [49], and provides a lookup service. It keeps track of all servers and clients participating in system, and helps new clients to obtain the required service.

DirectStream may comprises several media servers with their independant contents. For each stream a user community is created in *AMDirectory* service and the media servers register themselves in them as servers. New coming peers send their request to *AMDirectory* to find proper parent. After setting up the connection with parent, the peer registers itself in *AMDirectory*. A set of clients, who arrive close in time, form a forwarding tree. DirectStream uses a QoS-sensitive peer selection algorithm to construct the streaming overlay. Each client sends its request to *AMDirectory* service and receives a list of candidate suppliers. It then probe those nodes and selects the one with he smallest distance to bandwidth ratio as its parent.

A similar procedure is used to support client recovery and VCR functionality. By VCR we mean *jump forward*, *jump backward* or *pause* the media stream. If a client leaves the system without earlier notification or uses VCR functionality, its children lose their parent and cannot receive the stream any more. In this case, the children start the recovery process, which is the same as a new client joining process.

The main drawback of DirectStream is using single tree for each media stream.
In this model, while a recovery process is going on for some node, that node does not receive any data. It also does not utilize the upload bandwidth of leaves.

2.2.2 Push Method Solutions (Multiple Trees)

**SplitStream**

SplitStream [7] is one of the solutions to multicast a stream through multiple trees that uses a DHT-based method to find supplying peers. More exactly, the algorithm is implemented over Pastry [49] and Scribe [50]. The key idea of SplitStream is to split the stream into different independent stripes, using MD5 [18], and multicast each stripe using a separate tree. To ensure that the forwarding load can be spread across all participating peers, a forest of stripe trees is constructed in a way that a node is an interior node in at most one stripe tree and is a leaf node in all the other ones. Such a set of trees is called *interior-node-disjoint*.

Nodes join as many trees as their desired indegree is, and they enforce their outbound bandwidth limit by rejecting children beyond their outdegree capacity. Since some nodes may be rejected, special mechanisms are introduced to make sure no node remains parent-less. These mechanisms are *push down* and *anycast*. When an overloaded node receives a request from a prospective child, it either rejects this child or accepts it and rejects one of its existing children, which is less desirable than the new child. A node is more desirable if its node id is closer to its parent node id. In both cases the rejected child contacts one of the children of the overloaded node. At each step the orphaned node, either finds a parent or is pushed down the tree once more. If the prospective child hits a leaf without finding a parent, then it uses an anycast to find a node with free capacity in the tree regardless of its node id, if such a node exists at all.

One of the main problems with SplitStream is the impact of nodes with heterogeneous bandwidth on its efficiency. In Bharambe et. al. [4] this problem is nicely discussed:

“while the pushdown and anycast operations help Scribe cope with heterogeneous node bandwidth constraints, they may result in the creation of parent-child relationships which correspond to links that are not part of the underlying Pastry overlay. We term such links as non-DHT links. We believe these non-DHT links are undesirable because: (i) the route convergence and loop-free properties of DHT routing no longer apply if non-DHT links exist in significant numbers; and (ii) such links require explicit per-tree maintenance which reduces the benefits of DHTs in terms of amortizing overlay maintenance costs over multiple multicast groups (and other applications).”

Another problem is that in an interior-node-disjoint, nodes are purposefully placed in different distances from the root of multiple trees, which means they receive dis-
tinct stripes with different latencies. This is undesirable for a live media streaming application, which involves strict timing constraints. The problem seems negligible when the depth of the trees are small, e.g. three or four. But it is augmented when the system scales to trees with larger depth and nodes are placed in diverse distances from the source; because for a node to playback the media, it has to either wait long enough to receive all the stripes it is supposed to receive, or to ignore the late ones. The former will either increase the source-to-end delay or disrupt the continuity of the media; while the latter wastes the bandwidth of both sender and receiver and unnecessarily burdens the network.

**Orchard**

*Orchard* [34] is an *Application Level Multicast (ALM)* algorithm for peer-to-peer live streaming. Orchard is implemented over unstructured peer-to-peer system and uses gossip-based method to find supplying peer. Each peer maintains a *neighborset*, which is a partial view of the network and its member are selected randomly. The peers learn about each other by performing limited broadcast. Orchard uses *MDC* [18] to split a video stream into several substreams, called *descriptions*, and creates a dynamic tree for each of them. Each description is represented by a colour, and the peers get the colour of the first description they receive.

The main goal of Orchard is to overcome the *free riding* problem. It copes with this problem by forcing peers to strike *deal* with other peers to receive descriptions. It means that for each description received, one description should be sent, possibly to a third peer. The mechanism of deals ensures that peers contribute as much outgoing bandwidth as their incoming bandwidth is.

A new peer $P$, which has not received any description yet, is blank. This node, finds a non-blank peer $Q$ in its neighbor set and sends its join request to it. If $Q$ accepts the request, it redirects one of the streams, which it is already forwarding to a third node $R$, to $P$ and $P$ would send that stream to $R$ in return. This mechanism is called *redirection*. To get other descriptions, $P$ checks its neighbor set to find other peers who have a colour that it does not have. Then it tries to strike a deal with them to *exchange description*. The only exception, when a node can receive some description for free, is when it connects to the media source.

Whenever a peer leaves the system or fails, other peers will stop receiving the descriptions they get from that peer. In such a case, all the deals with that peer and any data forwarding based on those deal are canceled. This deal cancellation may then propagate to other trees as well. In other words, a single node failure may easily turn to a catastrophic failure. To handle this problem, Orchard uses *backup parents*. Each peer keeps track of those peers in its neighbour set that can serve as a substitute parent, if the current parent fails. If the failed node is a peer close to source, finding a backup parent may be more difficult. So when the children of failed node try to rejoin the system, they might have to rejoin a parent of a different
colour. This makes the colour of the failed peer becomes rare in the network. To
tackle this problem, each peer finds the rare colours, by tracking the colours in its
neighbor set, and changes its colour whenever its beneficial. A peer benefits from
switching colour, if it enables it to strike more exchange deals than it could before
switching.

The first drawback of Orchard is its unrealistic assumption about incoming and
outgoing bandwidth of peers. It assumes all peers have sufficient incoming and out-
going bandwidth to receive and send all descriptions. All the introduced mechanism
for stiking deals highly depend on this assumption, whereas in real world we have
peers with heterogeneous bandwidths. Hence the algorithm can easily result in un-
successful joins in real scenarios. Also it does not use the outgoing bandwidth of
peers properly, because it insists that all peers have a strictly balanced download
and upload rate.

ChunkySpread

ChunkySpread [59] is a multitree unstructured peer-to-peer multicast. More clearly
it consists of two parts: (i) an unstructured random graph, which it uses to find sup-
plying peers by, and (ii) a multitree structure, which it uses to deliver data through.
ChunkySpread assumes the media is split into several stripes and each stripe is mul-
ticast on a separate tree. Nodes gossip to select their parents with respect to certain
requirements. The first requirement is to avoid loop. To do so, any data packet is
marked with the identities of every node who has forwarded the packet. The other
important criteria for parent selection is satisfying the target load of a node (the
number of stripes a node is willing to transmit), as well as the maximum load of a
node (the maximum number of stripes a node can transmit). Complementary con-
siderations are tit-for-tat and latency, which can be used for further improvements
of the structure.

In ChunkySpread at first a random graph is built over peers by using SwapLinks
protocol [60]. Whenever a new node comes into the system, in an initial node dis-
covery phase, it contacts a rendezvous node and is provided by a set of existing
nodes. Then it takes random walks over the existing graph through those nodes,
and randomly selects its neighbors. Nodes periodically exchange local information,
i.e. load, latency, and looping information, with their neighbors. A node uses the
information about its neighbors, to select the best possible parent for each stripe it
is willing to receive.

The first drawback of ChunkySpread arises from a shortcoming in SwapLinks: in
a dynamic environment where nodes leave or fail randomly, maintaining uniform
neighbor sets, which respect the indegrees and outdegrees of the nodes, incurs a
large control overhead. Another drawback is that ChunkySpread can not guarantee
that a node finds at least as many different stripes as it requires in its neighbor set.
Because there is no such consideration, whatsoever, while the graph is constructed.
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Note that adding this constraint to the previous ones, not only increases the overhead of graph construction, but also violates the randomness of neighbor selection, which may further results in losing the nice properties of a random graph. What is more, ChunkySpread always favors satisfying load constraints over latency constraints. It neither considers the deadlines for experiencing a smooth media playback, nor the latency deviation by which a node receives different stripes from different paths. Hence, the objectives defined in ChunkySpread do not seem to be aligned with the inherent timing requirements of live streaming applications.

2.2.3 Pull Method Solutions

CoolStreaming/DONet

CoolStreaming/DONet [68] is a chunk-driven overlay network for live media streaming. Peers in DONet gossip to find a number of partners and they use pull method to retrieve the stream data from their partners. The core idea of DONet is very simple: each peer periodically informs its data availability information to its partners, retrieves unavailable segments from them, and also provides segments to them. DONet tries to solve three practical challenges: (i) how to select partners for each peer, (ii) how peers acknowledge the availability of data segments to their partners, and (iii) how peers retrieve segment from their partners. Neither the partnerships nor the data transmission directions are fixed in DONet. A peer can be either a receiver or a supplier, or both, depending dynamically on the data availability information of each peer. An exception is the source node, which is always a supplier, and is referred to as the origin node.

Every DONet peer maintains a partial view of the identifier of other overlay nodes ($mCache$), and the availability of the data segments in their buffer ($Buffer$ Map or $BM$ for short). Each node periodically exchanges its $BM$ with its partners, and then schedules which segment is to be fetched from which partner accordingly. There are two constraints for scheduling: (i) the playback deadline for each segment and (ii) the heterogeneous streaming bandwidth from the partners. If the first constraint cannot be satisfied, then the number of segments missing deadlines should be kept minimum.

When a node joins to the system, it first contacts the origin node, which randomly selects a deputy node from its $mCache$ and redirects the new node to the deputy. The new node then obtains a list of partner candidates from the deputy, and contacts these candidates to establish its partnerships in the overlay. To create and update the $mCache$, each peer periodically generates a membership message to announce its existence. DONet uses $SCAM$ [15], which is a scalable gossip membership protocol to distribute membership messages among peers.

When a node wants to leave, it issues a departure message. But if a node fails, a partner that detects that failure will issue the departure message on behalf the
failed node. The departure message is gossiped similarly to the membership message. Each node, who receives this message, removes the entry for the departed node from its mCache.

The main drawback of CoolStreaming/DONet is that notifying peers and subsequently requesting segments potentially results in long delays before any data is exchanged. Also due to the random selection algorithm, the quality of service cannot be guaranteed. Another drawback of CoolStreaming/DONet is that it assumes that all the peers can (and are willing to) cooperate in the replication of the stream, while it is possible to have selfish peers in system that do not want to share their upload bandwidth.

**PULSE**

PULSE [46] is a chunk-driven peer-to-peer live streaming system that uses gossip-based method to find supplying peers. The data delivery approach used in PULSE is pull model. PULSE assumes that: (i) peers have some knowledge of the other peers, (ii) peers can estimate their point in the stream with respect to media clock, and (iii) they can estimate their maximum outbound bandwidth. The idea of PULSE is to place peers in system according to their current trading performances, e.g. to locate resource-rich peers near the media source.

The media source splits the stream into a series of chunks. The core algorithm of PULSE answers three main questions: (i) how each peer selects its partner for data exchange, (ii) how chunks are chosen and scheduled to be sent, and (iii) which chunks should be requested from which partners. The idea used for peer selection is an altruistic tit-for-tat algorithm similar to the one used in BitTorrent, and a simple cumulative trust metric. The connection between peers are the result of pairwise negotiations and data exchanges. The chunks to be sent are selected comparing the requests received from each peer to the chunks currently held in the whole local buffer. The selected chunks are then sorted using “Least Sent First, Random”, and the first one is chosen for sending. The algorithm for chunk requests is similar to the heuristic used in CoolStreaming/DONet. Its purpose is to request the rarest chunks among those that are locally available, and to distribute the requests across different possible providers.

The main problem of PULSE, like other pull-based algorithms, is that there is no guaranteed level of quality of service due to the random selection algorithm.

**Chainsaw**

Chainsaw [43] is a chunk-driven peer-to-peer overlay multicast that uses a randomly constructed graph with a fixed minimum node degree. It uses gossip-based method to construct the random graph. Every peer connects to a set of nodes that are called neighbors. Data is divided into small size packets and disseminated using a simple request-response protocol. Whenever a peer receives a packet, it sends a
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notify message to its neighbors. Each peer creates a list of required packets and their availability in its neighbor set. Then it randomly selects some packets from this list and requests them via a request message. To insure that a peer does not request the same packet more than once, the peer keeps track of what packets it has already requested from every neighbor. It also limits the number of outstanding requests with a given neighbor, to ensure that requests are spread over all neighbors.

In Chainsaw, the media source node, called seed, generates a series of new packets with monotonically increasing sequence numbers at constant rate. The seed maintains a list of packets that have never been uploaded before. If the list is not empty and the seed receives a request for a packet that is not on the list, the seed ignores the requested sequence number, sends the oldest packet on the list instead, and deletes that packet from the list. This mechanism, called Request Overriding, ensures that at least one copy of every packet is uploaded, and the seed will not spend its upload bandwidth on uploading packets that could be obtained from other peers, unless it has spare bandwidth available.

The main problem of Chainsaw is that it can potentially incur high network and CPU overheads due to per packet notifications. The other problem is that, due to the random packet selection, it can not handle special cases e.g. when a packet is rare or some of the packets have priority over the others. Although the authors mentions this problem themselves, they do not propose any solution for it.

GnuStream

GnuStream [23] is a receiver-driven peer-to-peer media streaming system, which is built on top of Gnutella [56]. GnuStream uses a controlled flooding method to find supplying peers, and uses pull method for data delivery. Each peer who is interested in receiving the media stream, finds multiple supplying peers to provide it with the stream. Each streaming session is controlled by the receiver peer.

Whenever a peer \( P1 \) looks for a media stream, it calls the Gnutella search service, and as a result it is given a number of suppliers (for example \( P2 \) – \( P5 \)). Then it selects a number of peers, from the list of its suppliers, such that the aggregated bandwidth of them is sufficient for the stream (for example \( P2 \) – \( P4 \)). It also puts the unselected peers as standby senders (for example \( P5 \)), which are called upon to take over the load of degrading/disconnected senders during the streaming session. Each peer in GnuStream uses periodic probing to detect changes in the status of its suppliers. If a peer detects any problem, e.g. failure or bandwidth degradation of a supplier, it will migrate all or part of that supplier’s streaming load to another supplier or a standby peer.

GnuStream uses two policies to distribute the load among senders: even allocation and proportional allocation. By using even allocation, the streaming load is distributed evenly among all senders. This policy is suitable for homogeneous en-
vironments. However, the proportional allocation is more flexible and suitable for dynamic and heterogeneous environments. In this policy the stream load is distributed among senders in proportion to the current capability of them.

The main drawback of GnuStream is its high network traffic. Depending on the degree of connectivity among peers, the flooding of queries can generate a lot of network traffic. Besides, objects located out of the search scope (defined by TTL in Gnutella lookup service) would not be found in the system.

**PPLive**

*PPLive* [61, 62] is one of the most well-known deployed IPTVs in the world. It is a chunk-driven peer-to-peer media streaming overlay, which uses gossip-based method to find suppliers. According to [48], “As of May 2006, PPLive had over 200 distinct on-line channels, a daily average of 400,000 aggregated users, and most of its channels had several thousands of users at their peaks”. PPLive is not open-source, so little of its internal design mechanisms are known. PPLive streams live TV and video data through overlays of cooperative peers. It has multiple overlays, each belonging to one channel. Each channel streams either live TV programs or *episode-based* programs i.e. a fixed preset program set, which is repeated periodically.

A user can join one channel at a time. A new node first retrieves a list of channels from a *channel management server* via HTTP connection. Then it chooses one channel, i.e. a single overlay, and retrieve a small set of member nodes, namely *partner list*, from *membership servers* via UDP connection. Next it uses this partner list to learn about other candidate partners. It can also update its partner list by contacting the membership servers periodically. Partners are of two kinds: *candidates* and *real* partners. The real partners are used for exchanging video streams, while the candidate partners are used to replace real partners who have become unresponsive. A video stream is exchanged between each node and its real partners via TCP connections.

The main drawback of PPLive is its start-up delay. When PPLive first starts, it requires some time to search for peers and then tries to download data from active peers. The observed delay is around 20–30 seconds for popular channels, and up to 2 minutes for less popular channels. The other problem of PPLive is the possibility of transmitting duplicate media contents, which wastes the network bandwidth [62].

### 2.2.4 Push-Pull Method Solutions

**Pulsar**

*Pulsar* [30] is a solution to live streaming, which combines the advantages of push-based approaches with the benefits of pull-based approach. The overlay consists of an unstructured and a structured part. Initially, a peer is assigned a random set of neighbors by a *network entry point*. Over time, a refinement process takes place as
peers learn about other peers from their neighbors and add them to their routing table depending on the latency measured to these peers. To ensure the connectivity of the overlay, it uses a DHT-like topology, that is the structured part of the overlay and specifies the path on which data is pushed to the peers. However, the protocol cannot guarantee that the push mechanism disseminate data to all peers, specially in a dynamic network, such as Internet.

Thus, a second mechanism is used where peers notify their neighbors about the corresponding sequence numbers they have newly received. When a peer does not receive a data block through push mechanism, it explicitly requests it from a neighbor which posses that block.

**Prime**

Prime [31] is a solution which uses a randomly connected and directed mesh overlay for data delivery. Prime uses the centralized method to find supplying peers. The central point is a bootstrapping node, who knows about all the participating peers in the system. New nodes contact this bootstrap node to learn about some other peers. On the other hand, all the connection for data transition are initiated by the receiving peer, who tries to maintain a sufficient number of suppliers that can collectively fill its incoming access link bandwidth. In order to maximize the bandwidth utilization of both incoming and outgoing links of all participating peers, authors suggest that all connections in the overlay have roughly the same ratio of bandwidth to node degree, called bandwidth per flow.

Data is delivered in two phases: diffusion phase and swarming phase. In diffusion phase, media source pushes distinct data segments to its children and so each subtree is provided with a set of distinct packets. Each node requests new data packets from one of its parents, which is the closest one to the media source in terms of hop counts. So after a certain interval, all the nodes will receive a new set of data packets. In the swarming phase, nodes from different subtrees contact each other to find the missing data packets. In both phases, each node runs a packet scheduling algorithm to determine what packets to request, from which parent and in what order.

Prime has a few shortcomings. First, the argument on forcing a certain bandwidth per flow for all the connection is not well persuaded; even the simulation results are imprecise (consisting very large confidence intervals) and so not supportive. Second, although the authors emphasize the importance of avoiding content bottleneck, in which peers can not find missing data blocks in their neighborhood, no way is provided to avoid such situation and the solution only counts on the randomness of mesh construction. If such bottleneck happens nodes have to wait long in order to find their required data units after a few swarming phases, when that data becomes available in their neighborhood. Briefly, there is no guarantee for a reasonable level of streaming quality. Third, the behavior of system in presence of churn is not discussed at all, and there is no such consideration in the algorithm. Finally, the
evaluation part comes with inappropriate assumptions that weaken the evaluation outcomes, e.g. using MDC with 10 descriptions, which incurs a remarkable data redundancy, and peers with high bandwidth capacities, which is not valid in real world.

**mTreeBone**

*mTreeBone* [64] is a peer-to-peer media streaming algorithm, which combines push and pull model for data delivery. It constructs a tree over stable nodes in the network, which are the nodes having an age over a certain threshold. Since nodes, who have stayed longer in the overlay, are less likely to leave or fail, this tree is expected to have a rather low churn. Nodes that are not members of this tree, connect to it as a leaf and cannot adopt any child.

Data is delivered by two means. At first it is pushed through the tree and each node has a *tree-push pointer* which indicates the latest data block it has received in the push phase. Nodes also maintain a partial view of the network, using a gossiping technique, called *SCAMP* [15]. They establish connection with other peers to find those data blocks they did not receive in the push phase. Likewise, they maintain a *mesh-pull pointer*, which indicates the latest data blocks they received in the pull phase. In order to prevent redundant data transfers, mesh-pull pointer is always kept behind the tree-push pointer, which means request for pulling missing data are sent when there is no hope to receive them in push phase. Since the tree structure plays an important role in efficiency of data delivery, mTreeBone tries to incrementally improve the tree in terms of tree depth and nodes’ latency to source.

mTreeBone has some drawbacks. First, although nodes have multiple suppliers, they do not really benefit from parallel data transfers which can result in low transmission delays and low playback latencies. Second, bandwidth of leaves often remains unutilized, which further results in unsuccessful joins, although the overlay may have bandwidth to serve new nodes. What is more, while it nicely considers the improvement of its main tree, it does not consider timing constraints of nodes, when preempts a node’s position and offers it to another node with higher bandwidth. In such cases not only the disconnected node, but also the subtree below it may suffer from playback disruption or degraded quality.

**Bullet**

*Bullet* [6] is an algorithm that enables nodes to self-organize into a high bandwidth mesh overlay. Bullet tries to maximize the amount of bandwidth delivered to receivers. To find the supplying peers, it assumes an underlying tree is already constructed, using one of the existing mechanism of tree construction and maintenance. Nodes gather knowledge about their neighbors by exchanging random subsets of nodes using a special protocol, called *RanSub* [26]. RanSub works in two phases: *collect phase* and *distribute phase*. Collect phase starts when the leaves start to propagate *collect message* up the tree, leaving state at each node along the path to the root. Each node uses a *compact operation* to choose a random subset of nodes,
which are representatives of all members of the sub-tree rooted at that node. When
the root receives all the collect messages from all its children it starts the distribute
phase. In this phase each node sends a distribute message, which contains a random
subset of nodes with disjoint data, to its children. There are different ways to con-
struct this distribute set. For example one way is to use a RanSub-non-descendants
operation, which sends a random subset of nodes to each child, excluding its descen-
dants. Nodes then sends peering requests to each other, whenever they find out a
peering would be beneficial. This is how a mesh structure is formed across the nodes.

For a node to estimate how beneficial a peering is, it needs to detect the resem-
blance between its own content and the other node’s content. Each node maintains
a working set, which contains the sequence numbers of packets which have been
received successfully. By use of this working sets and by installing Bloom Filter[5],
nodes acknowledge those data blocks they have received as well as those data blocks
they are interested in. A sending peer, will install the Bloom Filter of its receiving
nodes, and sends them those data blocks that they do not have. The receiving nodes
will periodically update their Bloom Filter at the sending peers.

To summarize, first disjoint subsets of data blocks are pushed across the tree and
then, running RanSub protocol, nodes choose their neighbors, and receive missing
data blocks from multiple suppliers.

Although the general idea of Bullet is very nice, what is overlooked is how the
underlying tree is constructed, and if the properties of this tree influence the effi-
ciency of the algorithm, especially in the presence of churn. For example, if the tree
turns to be a deep tree, then a large number of nodes, which are far from the source,
would receive the pushed data with large delays. This delay will propagate further,
since this data feeds the next phase, when nodes transfer data over the constructed
mesh. Hence a lot of nodes may experience large latencies, which is not desirable
in live media streaming. Moreover, the deadlines for acquiring data blocks is not
considered in Bullet, which is again critical for live streaming applications. Finally,
although the algorithm tries to reduce the number of redundant data packets, it can
not avoid them. Because nodes do not explicitly request individual data blocks, it
is likely that they receive the same blocks from their parent in the tree and another
peer over the mesh. Since media streaming is a bandwidth intensive application,
it is of great importance that an algorithm avoids such redundant data transfers,
which wastes the network resources.

2.2.5 Other Solutions

SAAR

SAAR[37] is a shared control overlay for cooperative end-systems multicast. It has
a control overlay, which is a multicast tree built on top of a DHT, e.g. Scribe [50] on
top of Pastry [49], and is responsible for building and maintaining the data overlay.
The data overlay can be a single tree, multiple trees, or even a swarming (block based) overlay. It means that SAAR can be placed in any other solution categories except the push-pull method group.

All the nodes in a data overlay form a group, which is associated with a group identifier and a set of state variables. For each state variable it introduces an aggregation operator and two propagation frequencies: one for upward and the other for downward propagation. A state variable can be any aspect of a peer’s status, for example forwarding capacity of a peer or its latency to media source. Each leaf in the multicast tree, i.e. the control overlay, calculates the value of its state variables and propagates them up to its parent in the control tree. Each interior node aggregates its own value with the values received from all its children, using the aggregation operator, and sends it upward, until it hits the root of the control tree. After that the aggregated value at the root is propagated down the tree to provide each node with an approximation of the values in the whole group. These upwards and downwards propagation are on going processes with predefined frequencies.

SAAR has a single anycast primitive, which takes the group identifier $G$, a constraint $p$, an objective function $m$ and a traversal threshold $t$ as its arguments, and returns a member of $G$ whose state variables satisfy $p$ and maximize $m$. Each anycast conduct a depth first search over the control tree and prune the subtrees whose aggregated value is less than the best known value up to that point. In order to build a certain kind of data overlay it is enough to define the set of state variables and their corresponding aggregated operators, as well as the appropriate constraint and objective function for peer selection.

What is interesting in SAAR is that it can be easily configured to serve different objectives and no huge effort in the implementation is required if the priorities or the objectives change. What is more, a single control overlay can be used to support several data overlays, which provide different data streams. This can be very useful in an IPTV with several channels, because the channel switching would be very quick.

The first drawback of SAAR is that due to network and peers dynamism in the Internet, having an ongoing optimization procedure, for improving the data overlay structure, seems inevitable. Such optimization is not well discussed in SAAR, which means although for each decision it tries to maximize the objective function of a single peer, there is no consideration that over time the global utility of the data overlay would be maintained. Also having a single anycast primitive would narrow the way to build overlays with mixed approaches, such as push-pull overlays, which are shown to be successful for media streaming.
2.2.6 Related Work at a Glimpse

Figure 2.9 depicts all the reviewed solutions in the framework we introduce in Section 2.1. The general trend shows a moment towards using pull methods. Though more recently, algorithms, which are combining the advantages of the two methods are going more interest.

<table>
<thead>
<tr>
<th>Finding supplying peers</th>
<th>Push method (Single tree)</th>
<th>Push method (Multiple trees)</th>
<th>Pull method</th>
<th>Push-Pull method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>nTreeBone (2007)</td>
</tr>
<tr>
<td>Controlled flooding method</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PULSE (2006)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Chainsaw (2005)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PPLive (2004)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.9: How the studied solution find the supplying peers and how they deliver data
Chapter 3

ForestCast

In this Chapter, we would like to introduce an algorithm to stream a large scale media over a peer-to-peer overlay. This problem is challenging as one typically needs to:

- Maximize the total utilization of upload bandwidth
- Minimize the playback latency
- Minimize the start-up delay
- Maximize the received quality by the nodes

The first requirement stresses that the solution needs to ensure the actual available upload bandwidth at each node should be utilized as much as possible. Any solution must, therefore, adapt to the given upload bandwidth of the individual nodes. This implies that even nodes with small upload bandwidth should be utilized. The second requirement puts focus on latencies between the nodes and media source. It also implies that the depth of the multicast trees should be shallow to minimize latencies. The third requirement emphasize the importance of fast startup, which is specially important when users wish to frequently switch between different channels of an IPTV. Finally, the solution should provide a high quality media stream to the clients. The quality does not only refer to the media rate the clients receive, but the continuity of the playback should also be taken into account.

Note that some of the above mentioned goals are conflicting. For example, a low startup delay can be achieved by making each peer play the media as soon as it receives the first data segment. In such solution, when nodes do not buffer the media at all, a node will immediately suffer a quality loss or disruption, the moment it fails to receive a small piece of data; because there would be no time to makeup for that data loss. Hence, there is a trade-off between startup delay and quality/continuity. Moreover, sometimes we have to sacrifice a few nodes to improve the overall structure of the overlay. For example suppose a node with a very poor upload bandwidth
connects directly to the media server and prevents other nodes to join the system. In that case we desire to push this node down the trees and replace it with a node with higher bandwidth capacity, even if it costs the weak node to lose its quality or continuity. Nevertheless, before making such decisions we need to see how beneficial the change is.

More generally, the problem at hand is an optimization problem with a number of objectives, which are sometimes conflicting. Solving this problem is the process of simultaneously optimizing these conflicting objectives subject to certain constraints. ForestCast is an algorithm that heuristically moves towards these objectives, and enable providers to discover a solution which best fits their priorities. Depending on the heuristics one may choose, overlays with different properties are shaped up. In this section we introduce the main algorithm along with some of the heuristics, which can be applied. Later, in the evaluation section, we will see how these heuristics affect the resulting overlay.

3.1 Solution

ForestCast is a peer-to-peer media streaming system that uses multiple trees to deliver data, and a centralized directory to find supplying peers. There are three types of node in ForestCast: (i) peers, which are the nodes that download and/or upload the stream, (ii) media server, which has the media to be streamed, and (iii) central server, which has complete information about every peer and the overlay network and constructs the trees. Without losing of generality, we assume the use of MDC to split the media into substreams of equal size and equal value, namely stripes. These stripes are further fragmented into equal size segments, which are numbered by the media server sequentially. Each stripe is delivered through a separate tree, rooted at the media server. In this section we will see how this data delivery overlay is built and maintained by the central server. To start, we need to agree on some terms and definitions we are going to use hereafter in the text.

- **nodeId**: a unique id, given to each node for further references.
- **stripeId**: a unique id, given to each stripe.
- **startup segment**: the first segment that providers of a peer send to it.
- **head of buffer**: the largest segment number a node has in its buffer.
- **tail of buffer**: the smallest segment number a node has in its buffer.
- **playback point**: the segment number a node is playing.
- **media point**: the segment number the media server is playing/broadcasting.
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- **head-to-play distance**: the difference between head of buffer and playback point of a node.
- **playback latency**: the difference between the playback point of a node and the media point.
- **open node**: a node whose available upload bandwidth is enough for sending at least one stripe.
- **peer profile**: a set of information each peer periodically sends to the central server. This profile includes the following attributes:
  - playback point
  - stripeIds the peer is receiving
  - nodeId of the parent for each stripe
  - link latency to each parent
  - head of buffer for each stripe
  - tail of buffer for each stripe

3.1.1 Join Procedure

Whenever a peer enters the system, it contacts the central server and provides it with its own upload/download bandwidth. The central server is in charge of finding appropriate parents for this node. How this decision is made, will significantly affect the efficiency of the system. The decision will be based on the existing trees and the properties of the joining peer e.g. its available upload bandwidth. The server then instructs the selected parents to start sending stream to the joining peer. Algorithm 1 presents the join procedure, that is the steps the central server goes through upon receiving a join request. Briefly, the main steps are:

- Find a list of open nodes in each stripe tree,
- Assign a priority to the selected open nodes and select the most appropriate parent for each stripe,
- Decide about a startup segment,
- Decide about the head-to-play distance of the peer,
- Instruct the selected parents to start sending data to the new peer.

Note that, to accomplish the above mentioned tasks, several techniques may be used by the server. Here we introduce a few heuristics for the methods in Algorithm 1. Later in Section 5, we will explain these heuristics in more details and investigate their effects on the overlay properties.
Algorithm 1 Join Procedure

1: upon event \( \langle \text{JOIN-REQUEST} \mid \text{nodeId} \rangle \)
2: \( \text{openNodeList} \leftarrow \text{findOpenNodeList}(\text{node}, N_{\text{nodeId}}) \)
3: \( \text{parentsStripes} \leftarrow \text{selectParents}(\text{openNodeList}, N_{\text{nodeId}}, 0) \)
4: \( \text{segment} \leftarrow \text{decideOnStartupSegment}(\text{parentsStripes}) \)
5: \( \text{headToPlay} \leftarrow \text{decideOnHeadToPlay()} \)
6: for all \( \langle \text{parent}, \text{stripe} \rangle \) in \( \text{parentsStripes} \) do
7: \hspace{1em} send \( \langle \text{START-SEND-TO} \mid \text{node}, \text{stripe}, \text{segment} \rangle \) to \text{parent}
8: end for
9: send \( \langle \text{JOIN-RESULT} \mid \text{headToPlay} \rangle \) to \text{node}
10: end event

\text{findOpenNodeList}(\text{node}, N) \): It collects \( N \) open nodes in each stripe tree, and returns list of selected open nodes as output. Algorithm 2 and Algorithm 3 show the associated pseudocode. The important question in \text{findOpenNodeList} is that from where it starts picking the nodes and in what order. Heuristic 1 suggests two possible answers to this question. Having the requesting node as an input parameter, the server is able to choose different strategies for the nodes with different properties.

▷ Heuristic 1. A simple heuristic is to start from top of the trees where the media server is located and traverse trees in Breadth First Order (BFS). This approach places the peers as close as possible to the media server regardless of their bandwidth capacities. However, we can apply another approach, which performs a Depth First Order (DFS) search instead of BFS, for peers with no upload capacity. In Section 5.2.1, we will show how these two policies influence the overlay.

Algorithm 2 Find Open Nodes

1: procedure \text{findOpenNodeList} \( (\text{node}, N) \)
2: \hspace{1em} for all \( \text{stripeTrees} \) do
3: \hspace{2em} \( \text{openNodes} \leftarrow \text{findOpenNodeListInStripe}(\text{node}, \text{stripeTree}, N) \)
4: \hspace{2em} \( \text{openNodeList}.add(\text{openNodes}) \)
5: \hspace{1em} end for
6: \hspace{1em} return \( \text{openNodeList} \)
7: end procedure

\text{selectParents}(\text{openNodesList}, N, i) \): This method selects a parents for each stripe from the open node list. \( N \) is the number of stripes and the third parameter, \( i \), implies that this peer is willing to receive any segment greater than \( i \). This latter parameter is handy when a node, which is already receiving some of the stripes, wants to join other stripe trees, \( \text{e.g.} \) due to its parent departing. Apparently it matters for this node to receive data segments from a certain point on. Algorithm
Algorithm 3 Find Open Nodes Per Stripe

1: procedure findOpenNodeListInStripe \( \langle node, stripeTree, N \rangle \)
2: \hspace{1em} peer \leftarrow \text{root of } stripeTree
3: \hspace{1em} while openNodes.size < N and there is a peer to examine do
4: \hspace{2em} if peer is open and peer is not leaving then
5: \hspace{3em} openNodes.add(peer, stripeTree)
6: \hspace{2em} end if
7: \hspace{1em} peer \leftarrow \text{get next node in a BFS order not including the node itself and its descendants}
8: \hspace{1em} end while
9: return openNodes
10: end procedure

4 shows the related pseudocode. There are two important heuristics one can apply while selecting parents, and both are closely related. First one is about to prioritize the open nodes (Heuristic 2) and second one is about what makes a node more appropriate parent. (Heuristic 3).

\textbf{Heuristic 2.} There are many factors that can be taken into account for assigning a priority value to the peers in the open node list, e.g. a peer’s available upload bandwidth, or the number of its children. In Algorithm 5 we define our priority function to be \( \frac{b}{f_i l_i} \), where \( b \) is the available upload bandwidth of the peer, \( f_i \) is the peer’s fanout, i.e. the number of its children, in stripe tree \( i \), and \( l_i \) is the latency of the peer to the media source in the respective tree. Moreover \( \alpha, \beta \) and \( \gamma \) are configurable parameters, which define the importance of the mentioned factors in the function. Peers with higher values have more chance to be selected as a parent. By considering the fanout of nodes, we persuade an even distribution of different stripes in the overlay and give more priority to the peers who have sent fewer stripes in each stripe tree. Note that, an individual peer may be given different priorities in different trees and will favor forwarding a stripe, which it has forwarded fewer times. In other words, we avoid a situation where some of the stripes become rare in the system. In Section 5.2.2 we will see how the overlay is influenced when we consider fanout of nodes and when we do not.

\textbf{Heuristic 3.} After we assign a value to each node using the previous heuristic, the next step is to select one parent for each stripe. One solution is to select the best \( N \) nodes from the list, where \( N \) is the number of stripes. But by this naive choice we may choose a node repeatedly as a parent in different trees. This makes the child very vulnerable to the failure of the chosen parent. Another solution to select \( N \) distinct top nodes. In Section 5.2.2 we will compare the outcome of using these two heuristics. Algorithm 4 shows a sample implementation for parent selection.
Algorithm 4 Select Parents

1: procedure selectParents (openNodeList, N, segment)
2:    for all (peer, stripe) in openNodeList do
3:        assignValue((peer, stripe))
4:    end for
5:    while selectedParentsStripes.size < N and openNodeList is not empty do
6:        (parent, stripe) ← pickOneParent(openNodeList)
7:        selectedParentsStripes.add((parent, stripe))
8:        node.addParent((parent, stripe))
9:        openNodeList.excludeEntriesFor(stripe)
10:       update the value of peer in openNodeList for other stripes
11:    end while
12:    return selectedParentsStripes
13: end procedure

Algorithm 5 Assign Priority To Stripes

1: procedure assignValue (peer, stripe)
2:    b ← peer.getFreeUploadBW()
3:    f ← peer.getFanout(stripe)
4:    l ← peer.getTotalLatency(stripe)
5:    (peer, stripe).value ← b^α/(f^β × l^γ)
6: end procedure

decideOnStartupSegment(parentsStripes): After selecting one parent for each stripe, we should decide on the first segment number, i.e. the startup segment, to be forwarded to the joining node. This segment number determines a specific point in the media that the joining peer will start to play. Note that selected parents have different segments at their buffers. Algorithm 6 shows the pseudocode of this method and Heuristic 4 suggests a few ideas that can be considered while making this decision.

▷ Heuristic 4. Startup segment can be any segment that all the parents have in common. For instance it can be the minimum of head of buffer of all parents. By such selection the joining node would be able to watch the media with least possible playback latency. Another approach is to choose the segment to be the maximum of tail of buffers of all parents, which result in more tolerance to failure of the predecessors. In other words there is a trade-off between playback latency and failure tolerance. The startup segment can be any point between the two previous values. As another example, Algorithm 6 shows a pseudocode of this method, which considers the range of segments that all the parents have in their buffer and chooses the middle segment. In Section 5.2.3 we will show how selecting different startup segments will affects the quality of the received media by peers.
Algorithm 6 Decide On The Startup Segment

```plaintext
procedure decideOnStartupSegment (selectParentsStripes)
1:   for all (parent, stripe) in selectParentsStripes do
2:      head ← parent.headOfBuffer(stripe)
3:      headOfBuffers.add(head)
4:      tail ← parent.tailOfBuffer(stripe)
5:      tailOfBuffers.add(tail)
6:   end for
7:   latestSegment ← headOfBuffers.min()
8:   earliestSegment ← tailOfBuffers.max()
9:   selectedSegment ← (latestSegment + earliestSegment)/2
10:  return selectedSegment
11: end procedure
```

decideOnHeadToPlay(segment): Finally, the server should decide on the head-to-play distance of the node, i.e. how long a peer should wait before it starts to playback the media. Heuristic 5 suggests some relevant heuristics. If a peer buffers more data before starts to playback, it would be more resilient to the failure of its parents; because it would have more time to make up for the possible data loss. But the more this buffering delay is, the higher startup delay and playback latency the node will have.

▷ Heuristic 5. A simple solution is to have the same buffering delay for all nodes. The question, then, is how long this buffering delay is. However in a more complicated solution, the position of node in different trees may be considered, for example a node, which it directly connects to the media server does not need to wait very long to buffer data. A different approach is to leave this decision to be made by the node itself. For example the node can estimate the latency to its different parents and waits at least for the time required to receive a segment from the parent with the most latency. In Section 5.2.4 we use the first technique with different values for buffering delay.

3.1.2 Leave Procedure

When a node wants to leave the system, it sends a leave request to the central server, and stays in the system until it receives the central server’s grant. Meanwhile the server finds substitute parents for the children of the leaving node. Algorithm 7 presents the leave procedure. Main steps of this algorithm are:

- For each child of the leaving node, find the last segment it has already received from the leaving parent.
For each child, find a substitute parent, which have the rest of the segments soon enough to be able to forward them to the child, without the child missing the segments’ playback deadline.

If a new parent is found, instruct the new parent to start sending data from the last segment on to the child, and also inform the leaving node to stop sending data to that child. Otherwise, retry after a short interval.

If a substitute parent could be found for all the children, instruct the parents of the leaving node to stop sending data to it.

Finally, grant the requesting node to leave the system.

3.1.3 Failure Handling

In ForestCast peers are responsible for detecting the failure of their parents. If they detect a parent failure, they report it to the central server immediately. We argue that in this application we can assume a perfect failure detector. Because live streaming inherently has certain timing constraints. These constraints can be used to define an upper bound for the acceptable transmission delay in the overlay, and this upper bound can be further used to introduce a perfect failure detector. But for the sake of simplicity, now let us assume we only have an eventually failure detector. We also assume that server is also able to detect the failure of nodes.

Failure handling is not very different from the leave procedure, except that after rejoin, children of the failed node may be missing some of the segments. More exactly a node may rejoin a new parent which does not have the subsequent segments of the last segment it has received; because unlike leave, if a rejoin is unsuccessful there would be no time for retry and the server will choose a substitute parent that causes the least data loss, that is the shortest gap between the last delivered segment and next accessible one. Note that, since all the decisions are made by the central server, the damage will be fixed very fast. Moreover, since we tried to connect nodes to distinct parents, at the first place, failure of a single parent causes its children to lose at most one stripe meanwhile and they would receive rest of the stripes from other nodes. Algorithm 8 shows how the central server handles failures. The main steps are:

- Instruct the parents of the failed peer to stop sending data to it.
- Find the last segment of the stripes that the failed node has sent to its children.
- If possible, find a substitute parent for each child such that it does not miss the next segment’s deadline; otherwise find a parent which causes the least missing segments.
- Instruct the new parents to start sending data to their new children.
Algorithm 7 Leave Procedure

1: upon event (LEAVE-REQUEST | node) 
2: successfullyRejoinedChild ← true 
3: successfullyRejoinedAllChildren ← true 
4: node.leaving ← true 
5: for all stripe do in node.getStripes() 
6: successfullyRejoinedChild ← true 
7: requiredSegment ← node.lastSegment 
8: for all child do in node.getChildren() 
9: segment ← child.lastSegment 
10: newParent ← findNewParent(child, stripe, segment + 1) 
11: if newParent ≠ null then 
12: send (STOP-SEND-TO | stripe, segment − 1, child) to node 
13: send (START-SEND-TO | stripe, segment, child) to newParent 
14: if requiredSegment < segment then 
15: requiredSegment = segment 
16: end if 
17: else 
18: successfullyRejoinedChild ← false 
19: successfullyRejoinedAllChildren ← false 
20: end if 
21: end for 
22: if successfullyRejoinedChild = true then 
23: parent ← node.getParent() 
24: if parent ≠ null then 
25: send (STOP-SEND-TO | stripe, requiredSegment, node) to parent 
26: end if 
27: stripeTree.removeNode(node) 
28: end if 
29: end for 
30: if successfullyRejoinedAllChildren = true then 
31: send (LEAVE-GRA NTED | node) to node 
32: else 
33: send (LEAVE-REQUEST | node) to self 
34: end if 
35: end event
If some of the children are still parent-less, retry after a short interval.

Algorithm 8 Failure Handling Procedure

1: upon event \langle \text{FAILURE-NOTIFICATION} | node \rangle
2: for all stripe in node.getStripes() do
3: \hspace{1em} parent ← node.getParent(stripe)
4: \hspace{1em} send \langle \text{STOP-SEND-TO} | node, stripe, 0 \rangle to parent
5: for all child in node.getChildren(stripe) do
6: \hspace{2em} segment ← child.lastSegment
7: \hspace{2em} newParent ← findNewParent(child, stripe, segment)
8: \hspace{2em} if newParent = null then
9: \hspace{3em} newParent ← findShortestGapParent(child, stripe, segment)
10: \hspace{2em} end if
11: \hspace{2em} if newParent = null then
12: \hspace{3em} retry later to find new parent for this child
13: \hspace{2em} else
14: \hspace{3em} send \langle \text{START-SEND-TO} | child, stripe, segment \rangle to newParent
15: \hspace{2em} end if
16: \hspace{2em} end for
17: stripeTree.removeNode(node)
18: end for
19: end event

3.2 Incremental Improvement

It is desirable to put nodes with higher bandwidth upper on the trees, because that would result in shallower trees and nodes would experience lower latencies averagely. Moreover, since the failure of a node up on a tree would influence a greater number of nodes than a node down the tree, we desire to put more stable nodes closer to the root. We propose to use a combination of these two properties to define the notion of being a more desirable node. There are several studies, which show that a node which has stayed long in the system is less likely to leave or fail [52, 58]. Hence, we define a node’s strength in a tree to be the age of that node, \( age \), times the number of its children in that tree, \( fanout \), plus its available upload bandwidth, \( freeBw \):

\[
\text{Strength}(A_i) = \text{age}_{A_i} \cdot \left( \text{fanout}_{A_i} + \text{freeBw}_{A_i} \right)
\]

where \( i \) is the index of tree. Accordingly, we define a node \( A \) to be stronger than a node \( B \) in tree \( i \), if

\[
\text{Strength}(A_i) > \text{Strength}(B_i)
\]

The above definition suggests that a strong node is a node that does not only have a high upload bandwidth, but also has a long uptime.
The main idea in this incremental improvement is to let the stronger nodes bubble up the trees, so that eventually we end up in a layout, in which node distances from the root of trees are in the order of their decreasing strength. More exactly, stronger nodes are placed closer to the media source, and nodes with petty upload bandwidth, e.g., free riders, or nodes that join and leave very quickly, e.g., nodes who just switch the channels to see what’s on and then leave, are placed at the edges of the overlay.

The improvement, which is presented in Algorithm 9 and Algorithm 10, has two steps: (i) promotion, and (ii) reconfiguration. The first algorithm handles the promotion requests, while the second reconfigures the subtrees below the nodes who are promoted or demoted.

Nodes periodically acknowledge their strength to their children. Whenever a child finds out that it is stronger than its parent, it sends a promotion request to the central server. Upon receipt of this request, the central server goes through the following steps (Algorithm 9):

- Calculate the strength of the parent, the requesting child and its sibling, and choose the strongest node of all, \( p \). Note that, checking the siblings will prevent several consecutive promotion requests for the same position in the trees.
- Instructs the grandparent of the \( p \) to switch its child from the \( p \)'s parent to \( p \).
- Instruct \( p \) to start sending data to its old parent.
- Send promoted and demoted messages to \( p \) and it's old parent, respectively.

Following the above steps, the position of the two nodes are swapped, but certain considerations should also be taken into account. Figure 3.1 shows a simple example. Suppose node \( r \) is stronger than \( q \), so it is beneficial for the system if they change their position. If this replacement happens immediately, then \( r \) would receive its next segment from \( p \) instead of \( q \) and would benefit, because it gets closer to the source. On the other hand \( q \) is pushed down and would not receive any new segment for a while, because its new parent, \( r \), does not have any new data to send to it yet. So \( q \) would experience a delay before receiving its next segment. This delay depends on how much the head of \( r \) is behind the head of \( q \). For example in Figure 3.1, assume each segment number is the data required for one second playback of the media. So \( q \) has to wait for almost 11 seconds to receive its next required segment from \( r \), while its head-to-play distance is only 5. Hence it either would be disrupted for 6 seconds, or even worse would miss that stripe for that point on. The former happens when \( q \) does not receive any other stripes, while in latter it can continue the playback by receiving other stripes. In this case, although some bandwidth is wasted in the network to deliver that stripe to \( q \), but that stripe misses the deadline.
A better solution is depicted in Figure 3.2. The central server asks $q$ to continue forwarding data segments to $r$ up to the segment it has received from $p$, but it instructs $p$ to switch from its old child, $q$, to the new child, $r$, and starts sending data to $r$ from the segment that it was about to send to $q$, and on. This means for a short period of time, $r$ would receive data segments for the same stripe from two suppliers. The moment $r$ receives the first segment from $p$, it can forward it to $q$. Hence $q$ can receive its next required segment with a negligible delay, no matter how much $r$’s head is behind. The only influence on $q$ is a small decrease in its head-to-play distance.

Algorithm 9 shows how the central server reacts to a promotion request. Note that the central server changes the status of the strong child and weak parent to promoted and demoted respectively, in order to avoid several concurrent repositioning. It also informs the peers of their state to prevent them from sending new requests, when they are about to acquire new positions. What is more, the promoted node is expected to notify the the central server for “reconfiguring” the subtrees, whenever it is ready; i.e. when it does not receive any more data segments from its old parent. In such situation, the promoted node sends a reconfiguration request to the central server.

Algorithm 10 shows how the server handles a “reconfiguration request”. The main object of reconfiguration is to rearrange the subtrees below the promoted child and the demoted parent to achieve a more balanced tree. Figure 3.3 shows an illustrating example. Suppose $q$ and $r$ in the left side picture are going to change their positions. In the first phase, e.i. promotion parents of $r$ and $q$ change to $p$ and $r$, and...
respectively. In the reconfiguration phase, first of all, \( r \) adopts its old siblings, \( a \) and \( b \), as its children. Since this node has a higher upload bandwidth than \( q \), it is able to accept more children. So among its old children, it keeps as many children as it can support, preferably the strongest ones. The rest of its children are adopted by the old parent, \( q \), who was pushed down the tree.

![Diagram](image)

Figure 3.3: Arrange the subtrees when nodes change their position

In Chapter 5 we will investigate the influence of this improvement on the structure of trees.

**Algorithm 9** Incremental Improvement - Request Promotion

1: **upon event** \( \langle \text{REQUEST-PROMOTION} \mid \text{node}, \text{tree} \rangle \)
2: \hspace{1em} \( \text{parent} \leftarrow \text{node}.\text{getParent}(\text{tree}) \)
3: \hspace{1em} **if** \( \text{parent}.\text{promoted} \neq \text{true} \) and \( \text{parent}.\text{demoted} \neq \text{true} \) **then**
4: \hspace{2em} \( \text{grandParent} \leftarrow \text{parent}.\text{getParent}(\text{tree}) \)
5: \hspace{2em} \( \text{child} \leftarrow \text{parent}.\text{getStrongestChild}(\text{tree}) \)
6: \hspace{2em} **if** \( \text{child}.\text{promoted} \neq \text{true} \) and \( \text{child}.\text{demoted} \neq \text{true} \) **then**
7: \hspace{3em} \( \text{segment} \leftarrow \text{parent}.\text{lastSegment} \)
8: \hspace{3em} **send** \( \langle \text{SWAP-CHILD} \mid \text{tree}, \text{segment}, \text{parent}, \text{segment}+1, \text{child} \rangle \) \text{to} \( \text{grandParent} \)
9: \hspace{3em} **send** \( \langle \text{STOP-SEND-TO} \mid \text{tree}, \text{segment}, \text{child} \rangle \) \text{to} \( \text{parent} \)
10: \hspace{3em} **send** \( \langle \text{START-SEND-TO} \mid \text{tree}, \text{segment}+1, \text{parent} \rangle \) \text{to} \( \text{child} \)
11: \hspace{3em} \( \text{child}.\text{promoted} \leftarrow \text{true} \)
12: \hspace{3em} \( \text{parent}.\text{demoted} \leftarrow \text{true} \)
13: \hspace{3em} **send** \( \langle \text{PROMOTED} \mid \text{tree}, \text{true} \rangle \) \text{to} \( \text{child} \)
14: \hspace{3em} **send** \( \langle \text{DEMOTED} \mid \text{tree}, \text{true} \rangle \) \text{to} \( \text{parent} \)
15: **end if**
16: **end if**
17: **end event**
Algorithm 10 Incremental Improvement - Request Reconfiguration

1: upon event \((\text{REQUEST-RECONFIGURATION} \mid \text{node, tree})\)
2: \(\text{demotedParent} \leftarrow \text{node}.\text{getDemotedParent}(\text{tree})\)
3: \(\text{child}.\text{promoted} \leftarrow \text{false}\)
4: \(\text{parent}.\text{demoted} \leftarrow \text{false}\)
5: \(\text{send} \ (\text{PROMOTED} \mid \text{tree, false}) \text{ to child}\)
6: \(\text{send} \ (\text{DEMOTED} \mid \text{tree, false}) \text{ to parent}\)
7: \(\text{siblingList} \leftarrow \text{node}.\text{getSiblingsFromDemotedParent}()\)
8: for all \(\text{sibling in siblingList}\) do
9:   if \(\text{node}\) is open then
10:      \(\text{segment} \leftarrow \text{sibling}.\text{lastSegment}\)
11:      \(\text{send} \ (\text{STOP-SEND-TO} \mid \text{tree, segment, sibling}) \text{ to demotedParent}\)
12:      \(\text{send} \ (\text{START-SEND-TO} \mid \text{tree, segment + 1, sibling}) \text{ to node}\)
13:      remove peer from siblingList
14:   end if
15: end for
16: if \(\text{siblingList}\) is not empty then
17:   for all \(\text{siblings in siblingList}\) do
18:      \(\text{child} \leftarrow \text{node}.\text{getWeakestChild}()\)
19:      \(\text{childSegment} \leftarrow \text{child}.\text{lastSegment}\)
20:      \(\text{siblingSegment} \leftarrow \text{sibling}.\text{lastSegment}\)
21:      \(\text{send} \ (\text{SWAP-CHILD} \mid \text{tree, childSegment, child, siblingSegment + 1, sibling}) \text{ to node}\)
22:      \(\text{send} \ (\text{SWAP-CHILD} \mid \text{tree, siblingSegment, sibling, childSegment + 1, child}) \text{ to demotedParent}\)
23:   end for
24: end if
25: end event

3.3 Remarks

The central solution comes with many advantages. First of all the overhead of control messages is very low. That is because nodes do not have to disseminate any control messages to their neighbors and they do not make any effort to find the data. They just wait to be told what to do. Only in case of a parent failure, its children send a message to the central server and ask for a new parent. Upon receipt of such request, the server will repair the tree by assigning new parents to the orphaned nodes.

The central server can also reconfigure the trees periodically to better optimize the overall performance and nodes would follow server’s orders to change their position and parents. What is more, this method not only makes things simpler and more efficient, but also nodes can join the system much faster and they will be placed in the best possible position. In other words the best decision is made in the
least possible time. Regarding the fact that most of the existing solutions suffer from the remarkably high start-up delay, the benefits of this approach are of great interest.

If the feasibility of this solution is an issue or it is susceptible to be a single point of failure then this server can be replaced by distributed servers, which can form a Distributed Hash Table, e.g. Distributed $k$-ary System (DKS) [17]. The advantage of this approach is that servers can be removed and added without the responsibility of trees changing too much.
Chapter 4

Simulator

Computer simulation is a prevalent method for evaluation of many types of systems. Due to the increasing complexity of systems in today’s world, the simulation methods and simulators have gained remarkable research interest. Specially computer networks simulation brings about many challenging research problems due to the complexity, size, and heterogeneity of typical networks.

In the next section we explain some of these challenges and requirements in more details. Then we present our own solution, SICSSIM-B, and describe how it works. Finally we review some of the existing peer-to-peer simulators.

4.1 Challenges and Approaches

Discrete-event simulation is a widespread technique for computer network simulation. In this approach, operation of a system is represented as a chronological sequence of events. Each event occurs at an instant in time and marks a change of the state in the system. Such simulators have a queue known as Future Event List (FEL), which includes the events that are to be processed in the order of their start time.

A traditional model to simulate network traffic is packet-level simulation which employs packet by packet modeling of network activities [25, 66]. In this model for each packet departure or arrival one event will be generated (Figure 4.1). In fact, packet-level simulation tries to be as close as possible to a real network. Considering the effect of any single packet makes this approach accurate, but heavy weighted. If the size of network grows, huge number of events will be generated, which results in costly processing time and significant complexity. Therefore, packet-level simulation can not scale well. That implies for peer-to-peer systems, which are generally aimed to be scalable, packet-level simulation is not a good choice.

Another model, which simplifies simulating network traffic is, flow-level model,
Figure 4.1: Packet level simulation

also known as fluid-based model [28]. In flow-level modeling the underlying layers of network are abstracted away and the events are generated only when the rate of flows change (Figure 4.2). This abstraction, enables simulations at large scale, but at the cost of losing accuracy. This is because the effects of underlying layers are ignored.

Figure 4.2: Fluid based simulation

In a static network or when flow rate changes occasionally, flow-level model would achieve a high performance. In other word, compared to packet-level simulation, the largest performance gains are achieved with small networks and cases where the number of packets represented is much larger than the number of rate changes. For larger networks, a property described as the ripple effect [28, 29] can reduce the performance advantage in the flow-level simulator. The ripple effect describes the situation where the propagation of rate changes leads to rate changes in other flows which then need to be propagated again [25]. Hence, this kind of modeling sometimes results in overestimating the performance of some of the algorithms. Nevertheless, [14] argues that flow-level modeling is a reasonable approach and shows that the achieved results are not dramatically different.

While these models come with their advantages and disadvantages, making an appropriate choice is important for producing valid evaluation results. This choice highly depends on the characteristics of the application which is being evaluated and the objectives of evaluating it. That would require a systematic analysis to identify the critical variables and to incorporate them in the model, while eliminating all
We desire to analyze the performance of a peer-to-peer system for live media streaming. Such an application involves large scale data transfer and it is very susceptible to link capacities. Also it inherently has stiff timing constraints which makes it sensitive to link latencies and packet drops in physical network. So our simulator should be able to accommodate these characteristics. It is also important to notice that connections in overlay network do not necessarily conform to the connections in the physical network. This mismatch may unexpectedly influence the performance of peer-to-peer systems. For example suppose a number of nodes are connected together as shown in figure 4.3 (a). At the same time the physical connection between them is shown in 4.3 (b). Apparently any traffic between A and B will go through C and D, use their download and upload bandwidth and loads the link connecting them; but this can not be observed in figure 4.3 (a).

![Figure 4.3: Nodes connection in a peer-to-peer overlay and in physical network](image)

4.2 SICSSIM-B

Since our application involves high bandwidth data transfer, we choose a flow-level model to be able to conduct experiments at large scale. To deal with inaccuracy we improve this model by incorporating some of the effects of the underlying network, which may influence the performance of our algorithm. In other words, although we abstract away the functionality of the underlying layers, we do not ignore them completely and will try to reflect some of their relevant effects on our measurements. For example if a message passing scenario is simulated by putting a send and a receive event in the future event list, then for simulating packet loss it is enough to randomly ignore some of the receive events in the list. Apparently to have a realistic model, an appropriate random pattern should be applied.
We assume topology consists of peer, link, and a core network. As depicted in Figure 4.4, each peer connects to the core network through a link with a specified capacity and latency.

![Figure 4.4: SICSSIM-B overall structure](image)

To model bandwidth we draw two random values, from any desirable distribution, for incoming and outgoing bandwidth of each node. We then use a matrix, namely bandwidth matrix, to monitor data transfer rate between nodes. Each row in the bandwidth matrix is associated to one peer in the system and shows the upload rate of that peer to the other peers at an instant of time. Apparently, sum of the cells in each row should not be greater than the total outgoing bandwidth of that peer. Likewise, each column represents the downloading status of peers. Each cell shows the download rate from another peer and similarly sum of the values in a column should not be greater than the total incoming bandwidth of the associated peer. Figure 4.5 shows a sample snapshot of the bandwidth matrix. For instance node A is uploading 56Kb of data whiles downloading a total amount of 384Kb per second. It is worth mentioning that, we only constrain sum of the upload/download rates of each node. What is missing is the fact that maximum upload/download rate between two individual nodes is not only constrained to the endpoints of a connection, but also to the other links on the route from one to the other. More exactly the minimum link capacity on this route define the maximum transfer rate between two nodes.

To model link latency, we calculate the latency between each pair of nodes as follows. We add the latency of the two links, which connect the peers to the core, to the latency of the core. The core latency itself consists of two parts: a value, which is uniquely generated for each pair of nodes, and a random value, which represents the fluctuation in the network every time a data transfer takes place. Note that for each of these four elements of calculated latency, an appropriate distribution should be selected.
In SICSSIM-B we differentiate between the control messages and data messages. Data messages are the actual that data and can be of any type, e.g. video, audio, text, images, etc. For the sake of simplicity, we do not transfer real data in the simulator. We just assume there is a flow of data from node to node with a rate, specified in the bandwidth matrix, and a latency, calculated for those nodes. Although there is no real data, any change in the bandwidth matrices represents a change in a data flow. On the other hand, the control messages are considered to have a very small size which would use zero bandwidth; but they will be queued in a list, i.e. Future Event List or FEL, which contains all the events of the system. Then an event scheduler let the simulator handle the control messages in the order of their increasing start time. The simulation loop proceeds by selecting the next event from FEL, executing it and inserting newly generated events in the queue.

As mentioned before, in flow-level modeling we ignore some of the properties of the underlying layers of network. One of these properties is link congestion. Whenever a node joins the system, it is assigned a total incoming/outgoing bandwidth. This incoming/outgoing bandwidth may change during the simulation, because a node may also use its bandwidth for other tasks, which are irrelevant to our overlay, so the total download/upload bandwidth of nodes are subject to change, and these changes may affect the data transfer rate between peers.

We model congestion at nodes’ links as well as the network on the route from one node to the others. We use a strategy similar to slow-start [2] congestion control, which is used by TCP. A data transmission between two nodes starts with a predefined rate. On the receiver side, the node continuously checks the download rate while considers its available incoming bandwidth. If it has enough free incoming bandwidth, it sends a message to sender and asks for a higher upload rate. On the other hand, if sum of the download rates becomes greater than its incoming bandwidth, it sends a congestion message to at least one of its uploaders. Upon receiving such message, the sender decreases the upload rate. To model network congestion, the core network (Figure 4.4) randomly sends congestion messages to an uploaders.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>Total Download</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>56</td>
<td>0</td>
<td>0</td>
<td>56</td>
<td>512</td>
</tr>
<tr>
<td>B</td>
<td>128</td>
<td>1000</td>
<td>56</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>256</td>
<td>1500</td>
<td>0</td>
<td>5000</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
<td>56</td>
<td>56</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.5. Bandwidth matrix shows the download/uploads status of peers in Kbps.
nodes in system and asks a decrease in the upload rate.

Note that, congestion modeling in SICSSIM-B is a configuration parameter, which can be enabled or disabled.

4.3 Existing Solutions

In this section, we first look at some criteria to assess peer-to-peer simulators and then we review nine existing simulators.

4.3.1 Criteria

Stephen Naicken et. al. [35, 36] suggest that a simulator can be assessed by a number of criteria, which are as follows.

- **Simulator Architecture**: This is a key issue, which has to do design and functionality of the simulator, and the features it provides, e.g. whether it is a discrete event simulator; whether it is a flow-level simulator or packet-level; whether it supports structured or unstructured overlay simulation, or both; and how these are implemented. Also these criteria include aspects of how node’s behaviour is simulated, for example whether churn can be specified or what levels of churn is simulated.

- **Underlying Network Simulation**: There are different approaches to model the underlying network. The point here is that which properties of the underlying layers are simulated by the simulator. For example whether cross-traffic\(^1\) is supported by simulator; or whether it can simulate link latency or bandwidth, and how realistic the underlying topology is.

- **Scalability**: One the main capabilities expected from peer-to-peer simulators is scalability. So it is important to consider how scalable a simulator is, i.e. how many nodes it can support, and how it performs for the large network size.

- **Statistics**: Outputs and results of simulators is the next issue to be considered. To have a good statistical analysis, the results should be expressive, easy to manipulate, and not to mention reproducible.

- **Usability**: This criterion shows how easy the simulator is to learn and to use. For example, whether the simulator has a clean API that helps users to understand the protocols and use them easily; whether it supports any script language to define scenarios, or if any manual or technical document is provided along with the simulator.

\(^1\)Other traffic on network, which is not related to the overlay.
4.3. EXISTING SOLUTIONS

4.3.2 Simulators Review

In this section we review some of the existing simulators.

- **DHTSim**: DHTSim [13] is a discrete event simulator for structured overlay networks. Since it is intended for teaching DHT protocols, it has a clear and straightforward API, however it is not well documented. This simulator does not support distributed simulation and node failure. Also it does not have the capability of extracting statistics. DHTSim is implemented in Java, and scenarios are specified by using script files.

- **P2PSim**: P2PSim [41] is a discrete event simulator for structured overlays, which works in packet level. It is packaged with implementations of six DHT protocols: Chord [54], Accordion [27], Koord [24], Kelips [20], Tapestry [69] and Kademlia [33]. It supports a wide range of underlying network topologies, but does not support distributed simulation, cross-traffic, and massive fluctuations of bandwidth. It provides a standard tool to help generating graphs easily, and to summarize all log files into a single statistics file. P2PSim is implemented in C++ and has a poor documentation. Its scalability has been tested for up to 3,000 nodes.

- **Overlay Weaver**: Overlay Weaver [40] is a discrete event simulator for structured overlays only. It contains implementation of Chord, Kademlia, Tapestry, Koord, and Pastry [49]. It does not simulate underlying network, but supports distributed simulation. Overlay weaver provides users with a good interface with a few command line tools. Users can define scenarios as a simple script file. However it does not have any facility to gather statistics. It is implemented in Java with clean API and easy to read source code, but its interface is not well documented. Moreover it supports up to 4,000 nodes.

- **PlanetSim**: PlanetSim [47, 16] is a discrete event overlay network simulator that supports structured and unstructured overlays. It contains the implementation of Chord and Symphony [32]. The underlying network layer can be modelled as simple random or circular networks, but it does not consider latency, cross traffic and bandwidth. PlanetSim uses Common API (CAPI) [12], which helps the users to develop their own protocols in a layered model, where services and applications can be built one on top of another. This feature provides user with the capability to simulate an application layer service over different overlay networks. PlanetSim does not have any mechanism to gather statistics, but has a visualizer. It is implemented in Java and a large amount of documentation is available at its website [47]. The scalability of PlanetSim has been tested for up to 100,000 nodes.

- **PeerSim**: PeerSim [45] is an event based simulator for peer-to-peer overlay networks, which supports both structured and unstructured networks. It is designed for epidemic protocols, with high scalability and dynamism. Hence, it
avoids the underlying network parameters, such as latency. PeerSim supports two models of simulation: cycle-based and event-based models. In the former, the simulator chooses all the nodes at random and invokes each node protocol in turn at each cycle. In the latter, a set of messages or events are scheduled in time and the simulator invokes each node protocol according to the message delivery time order. PeerSim does not support distributed simulation. It does not have any debugging facilities, and extra components should be implemented to gather statistics. It is written in Java and users can configure it using a plain text file. It has a good documentation for its cycle-based simulation, but not for the event-based model. As [36] claims, PeerSim supports up to $10^6$ nodes in the cycle-based model.

• **GPS:** GPS [66] is a discrete event simulator that supports both structured and unstructured overlays. It contains an implementation of BitTorrent protocol [10]. GPS partially models the underlying network topology. It does not model each packet, but simulates bandwidth and delay for each link and provides different flow level models. It is implemented in Java and its API is poorly documented. The scalability of GPS is not measured, but it has already been used for up to 1054 nodes.

• **Neurogrid:** Neurogrid [39] is a discrete event simulator that can simulate both structured or unstructured overlays. This simulator was originally designed for comparing Neurogrid protocol, Freenet [9] and Gnutella [56] protocols. It does not simulate the underlying network. It has facility to gather statistics for pre-determined variables, but for adding new variables, the code should be modified. Neurogrid is implemented in Java and has an extensive documentation on its web. [36] claims that Neurogrid supports up to 300,000 nodes.

• **Query-Cycle Simulator:** The Query-Cycle Simulator [51], is a peer-to-peer file sharing network simulator for unstructured overlay networks. The simulation process consists of a number of query-cycles. At each cycle, if a peer is seeking a file, it sends a query to other peers. Whenever a peer receives a request for a file it poses, it responds to the requesting peer. As the peers receive the response from other peers, they choose one peer and download a file from it. The cycle completes when all querying peers download a file. This simulator is implemented in Java and its API document is available.

• **Narses:** Narses [38] is a discrete event, flow level network simulator. It allows to model the network at different levels of accuracy and speed. It simulates the underlying network in four different model, from the least accurate and fastest to the most accurate and slowest. It computes the available bandwidth between two peers based on end node bandwidth and does not consider the network and protocol effect. To gather statistics the source code should be
modified. Narses is written in Java, and no document is available for it. It has been tested for up to 600 nodes.

Figure 4.6 shows a summarized comparison of surveyed simulators with respect to the defined criteria and Figure 4.7 shows some complementary information about them.

<table>
<thead>
<tr>
<th>Simulator</th>
<th>Architecture</th>
<th>Usability</th>
<th>Scalability</th>
<th>Statistics</th>
<th>Underlying Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHTSim</td>
<td>Discrete-event for structured overlay networks</td>
<td>Simple API, but lack of documentations</td>
<td>---</td>
<td>Not possible</td>
<td>---</td>
</tr>
<tr>
<td>P2PSim</td>
<td>Discrete-event and packet level for structured overlay networks</td>
<td>Poor documentation</td>
<td>3,000 nodes</td>
<td>Limited tool to generate graphs and summarize log files</td>
<td>Supports a wide range of underlying networks</td>
</tr>
<tr>
<td>Overlay Weaver</td>
<td>Discrete-event for structured overlay networks</td>
<td>Good API documentation, but its tools are not well documented</td>
<td>4,000 nodes</td>
<td>Not possible to gather statistics</td>
<td>Not modeled</td>
</tr>
<tr>
<td>PlanetSim</td>
<td>Discrete-event for both structured and unstructured overlay networks</td>
<td>A large amount of documentation is available for its API and design</td>
<td>100,000 nodes</td>
<td>No mechanism to gather statistics, but visualization is available</td>
<td>Limited simulation of underlying network</td>
</tr>
<tr>
<td>PeerSim</td>
<td>Query-Cycle and Discrete-event for structured and unstructured networks</td>
<td>Only Query-Cycle simulator is documented</td>
<td>10^6 nodes (Query-Cycle)</td>
<td>Components can be implemented to gather statistical data</td>
<td>Not modeled</td>
</tr>
<tr>
<td>GPS</td>
<td>Discrete-event for both structured and unstructured overlay networks</td>
<td>Poor documentation for its API</td>
<td>1054 nodes</td>
<td>---</td>
<td>Partially models the underlying network.</td>
</tr>
<tr>
<td>Neurogrid</td>
<td>Discrete-event for both structured and unstructured overlay networks</td>
<td>Good documentation</td>
<td>300,000 nodes claimed</td>
<td>It has for pre-determined variables, but for others the code should be modified</td>
<td>Not modeled</td>
</tr>
<tr>
<td>Query-Cycle Sim.</td>
<td>Query-Cycle for unstructured networks</td>
<td>Only API documentation is available</td>
<td>---</td>
<td>---</td>
<td>Not modeled</td>
</tr>
<tr>
<td>Narses</td>
<td>Discrete-event and flow-based</td>
<td>No documentation</td>
<td>600 nodes</td>
<td>Yes, but requires modification of source</td>
<td>A number of underlying topologies, balancing execution speed and accuracy</td>
</tr>
<tr>
<td>SysSim-E</td>
<td>Discrete-event for structured and unstructured networks</td>
<td>In progress</td>
<td>Tested for up to 15,000 nodes for media streaming</td>
<td>Yes, but requires source code modification</td>
<td>Congestion, latency and bandwidth are modeled.</td>
</tr>
</tbody>
</table>

Figure 4.6: Properties of surveyed simulators
<table>
<thead>
<tr>
<th>Simulator</th>
<th>Language</th>
<th>Status</th>
<th>Licence</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHTSim</td>
<td>Java</td>
<td>Active</td>
<td>GPL</td>
<td>Not available</td>
</tr>
<tr>
<td>P2PSim</td>
<td>C++</td>
<td>Active</td>
<td>GPL</td>
<td><a href="http://pdos.csail.mit.edu/p2psim/">http://pdos.csail.mit.edu/p2psim/</a></td>
</tr>
<tr>
<td>Overlay Weaver</td>
<td>Java</td>
<td>Active</td>
<td>Apache</td>
<td><a href="http://overlayweaver.sourceforge.net/">http://overlayweaver.sourceforge.net/</a></td>
</tr>
<tr>
<td>PlanetSim</td>
<td>Java</td>
<td>Active</td>
<td>LGPL</td>
<td><a href="http://planet.urv.es/planetsim/">http://planet.urv.es/planetsim/</a></td>
</tr>
<tr>
<td>PeerSim</td>
<td>Java</td>
<td>Active</td>
<td>LGPL</td>
<td><a href="http://peersim.sourceforge.net/">http://peersim.sourceforge.net/</a></td>
</tr>
<tr>
<td>GPS</td>
<td>Java</td>
<td>Inactive</td>
<td>---</td>
<td>Not available</td>
</tr>
<tr>
<td>Neurogrid</td>
<td>Java</td>
<td>Inactive</td>
<td>GPL</td>
<td><a href="http://www.neurogrid.net/">http://www.neurogrid.net/</a></td>
</tr>
<tr>
<td>Query-Cycle</td>
<td>Java</td>
<td>Inactive</td>
<td>Apache</td>
<td><a href="http://p2p.stanford.edu/">http://p2p.stanford.edu/</a></td>
</tr>
<tr>
<td>Narses</td>
<td>Java</td>
<td>Inactive</td>
<td>GPL-Like</td>
<td><a href="http://sourceforge.net/projects/narses">http://sourceforge.net/projects/narses</a></td>
</tr>
<tr>
<td>SicsSim-B</td>
<td>Java</td>
<td>Active</td>
<td>---</td>
<td><a href="http://www.sics.se">http://www.sics.se</a></td>
</tr>
</tbody>
</table>

Figure 4.7: Complementary information about surveyed simulators
Chapter 5

Evaluation

In this chapter we investigate the performance of ForestCast under various scenarios and with different configurations. For this purpose, we carried out a simulation-based study over SicsSim-B.

Simulation results are in three parts. Firstly, we evaluate the effects of different policies for the heuristics we introduced in Section 3.1. Secondly, we select the best identified policies and investigate the properties of the overlay when the system scales. Finally, we examine the impacts of adding an incremental improvement to the base solution, as we described in Section 3.2. The metrics to be measured are:

- **Bandwidth utilization**: The ratio of the total utilized upload bandwidth to the total demanded download bandwidth.

- **Time to join**: The time it takes for a peer to receive the first segment after it sends its join request.

- **Startup delay**: The time it takes for a peer to start playing the media after it sends its join request.

- **Playback latency**: The difference between the playback point of a node and the media point. It shows the time it takes for a peer to play a segment of the media after that segment is sent out from the media server.

- **Tree depth**: The largest hop counts from the media server to the peers in a tree.

- **Quality**: The ratio of the number of received stripes to the number of demanded stripes.

- **Disruption**: The duration in which a peer does not have any segment of media to play and so the media is paused.
5.1 Experimental Setting

In our simulations, we assume one single server for maintaining the overlay and one media server to distribute the media. We also assume the stream is split into four stripes using MDC, so a peer is able to play the media even with a single stripe. However, the playback quality increases by receiving more stripes. The bit rate of each stripe is considered to be 128 Kbps.

Upload bandwidth of nodes follow the measurements in Sripanidkulchai et al. [53], which is a feasibility study of supporting large-scale live streaming applications with dynamic application end-points. The authors have used traces from a large content distribution network and characterized the behavior of users. Figure 5.1 shows the bandwidth distribution measured in [53]. Note that, in this measurement the encoding bit rate is assumed to be 250 Kbps and the outbound degree is normalized by this value. As a result, almost half of the peers are free riders, that are the nodes who do not contribute any upload bandwidth. However, since we are using a lower bit rate per stripe, 128 Kbps, we enable some of the nodes, which are free-riders in [53], to upload one stripe. On the other hand, we set an absolute maximum bound of 5 Mbps for the upload bandwidth of peers, such that no peer in our simulations can exceed this limit, even if they have more resources to contribute. For the host with unknown measurement in Figure 5.1, the authors have proposed three algorithms to estimate the upload bandwidth of nodes. We have chosen the distribution algorithm, which assigns a random value, drawn from the same distribution as that of the known resources, to each host.

![Figure 5.1: Bandwidth distribution measured in real scenarios](image)

<table>
<thead>
<tr>
<th>Type</th>
<th>Degree bound</th>
<th>Number of hosts</th>
<th>Upload bandwidth (Kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free riders</td>
<td>0</td>
<td>56646 (45.3%)</td>
<td>0 - 249</td>
</tr>
<tr>
<td>Contributors</td>
<td>1</td>
<td>22254 (18.7%)</td>
<td>250 - 499</td>
</tr>
<tr>
<td>Contributors</td>
<td>2</td>
<td>10033 (8.4%)</td>
<td>500 - 749</td>
</tr>
<tr>
<td>Contributors</td>
<td>3 - 19</td>
<td>6128 (5.2%)</td>
<td>750 - 4999</td>
</tr>
<tr>
<td>Contributors</td>
<td>20</td>
<td>8115 (6.8%)</td>
<td>5000</td>
</tr>
<tr>
<td>Unknown</td>
<td>-</td>
<td>13735 (11.6%)</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>-</td>
<td>118921 (100%)</td>
<td>-</td>
</tr>
</tbody>
</table>

The upload bandwidth of media server is supposed to be 10 Mbps. Moreover, we assume peers have enough download bandwidth to download all the stripes simultaneously. **Resource Index (RI)** is defined as the ratio of the available upload bandwidth of all nodes in the overlay (including the media source) to the total bandwidth demanded by nodes.
As mentioned in Chapter 4, the connection between two peers consists of three parts: a core network and two links that connect those nodes to the core network. Hence, link delay between two communicating peers is calculated as the sum of the delay in these three parts. Link delays is either 0 or 10ms, with a uniform distribution. The core network's delay is generated as a random number, which follows a normal distribution with $\mu = 75ms$ and $\sigma = 12ms$. This value is always the same for a pair of nodes, but it differs from pair to pair; because we believe in Internet the delay between two nodes in a connection is usually constant, sometimes with a small deviation. To mimic this deviation, we also add a forth value, which is either 0 or 10ms, to the total delay calculated for two nodes, every time a packet is transferred from one to the other. As a result, 95% of delays between two communicating peers has a value between 20ms and 160ms with a normal distribution.

Three types of event are defined: join, leave and fail. Events are modeled as a lottery event [63], with a poisson distribution with $\lambda = 100$, which means the expected interval between two consequent events is 100ms. In other words, averagely 10 events happen per second.

Moreover, we define three different scenarios:

1. **Join only**: All the events are join, which means nodes join and stay in the system.

2. **Low rate departure**: 20% of the joined nodes leave or fail.

3. **High rate departure**: 50% of the joined nodes leave or fail.

A node may depart at any moment after it joins. More exactly, there is no assumption on the order of event types happening in the scenarios including leaves and failures. Note that, for a low rate departure scenario to end up in a system of certain size, more events than that of join only scenario should happen. Likewise, more events than that of the first two scenarios are required for the third scenario to end up in a network of the same size. Hence, hereafter we use the terms low churn instead of low rate departure, and high churn instead of high rate departure.

All the presented results are the average of at least 10 runs and the error bars, where shown, denote that we are confident that 95% of the these values are in the shown interval.

### 5.2 Impact of Different Heuristics

In this section, we introduce a number of heuristics according to what we discussed in Section 3.1. We then apply them to build up on overlay and investigate the properties of the resulting overlay. These heuristics are about:

- How to collect the nodes,
How to select appropriate parents,

• What the startup segment is, and

• How long the buffering delay is.

In the following experiments, we conduct the simulation for low churn and high churn scenarios. The number of nodes, remaining in the system, when the scenario is over, is 2048.

5.2.1 Node Collection

Here, we observe how the overlay is influenced by the policy the server follows to select the open nodes according to Algorithm 1. We compare two policies. In the first policy, called BFS policy, the central server always selects the peers in Breath First Order. In the second policy, called BFS-DFS policy, the central server considers the upload bandwidth of the joining peer, and uses Depth First Order for free riders and BFS for other peers.

In BFS policy we start from top of the trees, where the media server is placed, and traverse them in BFS order. Hence, the peers, regardless of their properties, are placed as close as possible to the media server. In the BFS-DFS policy, we do not insist on placing the free riders close to the source. In contrast we try to put them somewhere further, not only by using a DFS traversal to collect the open nodes, but also by selecting the worst possible position for them.

The experiments show that we have shallower trees when we use BFS-DFS policy. This is because we have a remarkable number of free riders in the system, who can fill the upper layers of the trees and leave us with some narrow deep paths, if we apply BFS policy. On the other hand, if we use BFS-DFS policy, we lessen the probability of free riders cut off the subtrees at the layers close to the root.

Figure 5.2 shows the Cumulative Distribution Function (CDF) [11] of playback latency for these two policies in low churn and high churn scenarios. In this figure, the Y-axis shows the fraction of nodes in the system, and the X-axis shows the playback latency. We can see that the playback latency of peers when we are using BFS-DFS policy is lower than playback latency of peers with BFS policy. For example, in low churn scenario with BFS-DFS policy, 95% of peers have playback latency less than 2000ms; while in the same scenario with BFS policy, the same fraction of peers have playback latency less than 3000ms. In high churn scenario, although BFS policy shows a better result in the beginning, finally BFS-DFS policy outperforms it, such that 95th percentile happens at 3900ms and 5200ms for BFS-DFS and BFS policies, respectively.
Likewise, the quality of peers is improved by using BFS-DFS policy. Figure 5.3 is the CDF of quality received by peers with the two policies in low churn and high churn scenarios. In this figure, the Y-axis shows the fraction of nodes and the X-axis shows the percentage of received quality. We can see that in low churn scenario 78% of peers in BFS-DFS policy receive the stream with average quality more than 98% during their lifetime; while in the same scenario with BFS policy this is achieved in 72th percentile. Similarly, in the high churn scenario, BFS-DFS policy is more desirable than BFS policy and we have the minimum quality of 80% at 75th percentile in BFS-DFS policy and 65th percentile of peers in BFS policy.

5.2.2 Parent Selection

In this section, we study how ForestCast selects the supplying peers. After finding a set of open nodes as candidates, we should select one peer as a provider for each stripe. As mentioned in Section 3.1.1 we use a priority function to assign a value to each peer according to its properties.

One important heuristic on selecting parents is the fair distribution of stripes between parents. Suppose we have two stripes in the system, stripe1 and stripe2 and P can provide both of them, and also consider P is the only open node who possesses stripe2. In this example if P uses all its upload bandwidth to transfer stripe1 then stripe2 will become unavailable in the system.

To see the result of fair distribution of stripes on the overlay we define two policies. In the first one, called Rarest Stripe policy, we define the priority function by
Figure 5.3: Quality of received media for 2048 nodes for two cases of selecting open nodes by BFS-DFS policy and BFS policy (low churn and high churn)

considering fanout of peers in each stripe tree as $\frac{\alpha f}{\beta \gamma}$. The fanout, $f$, in each tree shows the number of peers that a peer is sending stripe to them. Considering fanout in priority function means that a peer who sends fewer number of one stripe, gets a higher value for forwarding that stripe. In the second policy, we ignore fanout of peers and define the priority queue as $\frac{\alpha l}{\gamma}$. We call this policy, Any Stripe policy. We compare these two policies for 2048 peers in low churn and high churn scenarios. The results show that in 30% of experiments, by using Any Stripe policy, at least one of the stripe trees are saturated before all peers can join them, while we do not have this problem in case of using Rarest Stripe policy. By saturating each stripe tree, a group of peers can not join it and respectively can not receive that tree's stripe, and it causes the quality of received media decreases. So for the rest of evaluations we use Rarest Stripe policy.

Another important heuristic to find parents is distinctness between providers. We define two policies: In the first policy, called Non-Distinct Parents policy, each candidate peer who has higher priority has a more chance to be selected as a provider. In the second policy, in addition to peers’ priorities, selecting distinct providers is also important. In this policy, called Distinct Parents policy, we avoid selecting repetitive parents in different stripe trees, if it is possible. For example, suppose for a node $P$, we are trying to find two providers for two stripes stripe1 and stripe2. If peer $Q$ is selected as the provider for stripe1, due to its high priority, then we try to find another provider, like peer $R$, for stripe2, even if $Q$ still has higher priority than $R$. Only when there is no other open node, which can provide stripe2, we choose $Q$ once more.
The results show that the number of disrupted nodes with Distinct Parents policy is fewer than Non-Distinct Parents policy. By using the latter one, it is possible that one peer is selected as the provider for all the stripes of another peer. In such case if that provider fails, the peer fails to receive all its stripes. However, since we have selected different providers for different stripes in Distinct Parents policy, the probability of missing all the providers at the same time is less. In low churn scenario with Non-Distinct Parents policy, averagely 9 peers out of 2048 are disrupted, while it is less than 2 peers with Distinct Parents policy. In high churn these numbers are about 160 peers and 80 peers, respectively.

With a similar argument, we expect to have a higher quality in the second policy, which is confirmed in Figure 5.4. This figure shows CDF of quality received by 2048 peers in low churn and high churn scenarios. As we can see, in low churn scenario with Distinct Parents policy, about 75% of peers have a minimum quality of 98%, while with Non-Distinct Parents policy, about 70% of peers have the same quality. In high churn scenario with Distinct Parents policy, about 80% of peers have a minimum quality of 75% but this is achieved in about 70% of peers in Non-Distinct Parents policy.

5.2.3 Startup Segment

*Startup segment* determines a specific point of the media that a peer can start to play. This segment number is the first segment providers send to the peer. Whenever the providers of a peer are selected, they should agree on startup segment number.
In this heuristic, we study the effect of selecting different startup segments on the quality of stream.

We consider two policies to select startup segment. In the first policy, called \textit{Head-Segment policy}, the minimum of head of buffers in providers are considered as the startup segment (Figure 5.5). In the other policy (Figure 5.6), we first find the range of common segments in the buffer of all providers, and then choose the segment in the middle of this range. We call this policy \textit{Mid-Segment policy}.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{head_segment_policy.png}
\caption{Minimum of head of buffers is selected as startup segment}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{mid_segment_policy.png}
\caption{average of minimum of head of buffers and maximum of tail of them is selected as startup segment}
\end{figure}

By using Head-Segment policy, the playback latency, which is the difference between playback point of the media server and a peer, is less. It is because the selected segment number is the closest one to the most recent segment delivered by the media server. This is confirmed in Figure 5.7, which shows the CDF of playback latency for 2048 nodes for two policies. For example in low churn, about 95\% of peers have playback latency less than 1900\ms by Head-Segment policy, but 50\% of peers have a higher playback latency in Mid-Segment policy. Likewise, in high churn scenario, only 10\% of peers have playback latency more than 2100\ms by using Head-Segment policy, whereas 50\% of peers with Mid-Segment policy have a playback latency more than 2100\ms.
5.2. IMPACT OF DIFFERENT HEURISTICS

Figure 5.7: Playback latency of 2048 nodes for Head-Segment and Mid-Segment policies (low churn and high churn)

We also expected that by using Mid-Segment policy, the peers become more tolerant to the failure. Suppose $P$ is providing stripe1 for $Q$ and $Q$ provides that stripe for $R$. If we use Head-Segment policy then if $P$ fails, $Q$ does not have any other segment of stripe1 in its buffer to send to $R$, whereas by using Mid-Segment, $Q$ still has some segments to forward to $R$. Hence, a better quality is expected by using Mid-Segment policy. Surprisingly, the simulation shows that this argument is not valid. Figure 5.8 shows the CDF of quality for the two policies. In low churn scenario, with Head-Segment policy, about 80% of peers receive a minimum quality 98%, while 70% of peers get the same quality, in Mid-Segment policy. Similarly in high churn scenario, about 70% of peers receive 98% of quality and more by using Head-segment policy, but only 40% of peers receive the same quality. In ForestCast, the central server selects the startup segment or the common segment on providers by using its local information. Peers update this local information periodically. Meanwhile the peers update their information, the central server predicts the state of peers by their last information, and because of this, it is possible that it estimates the common segment wrong. For example, in Mid-Segment policy, it is possible that the selected segment number is smaller than the segment received by providers of the peer. In this case when the providers receive the server instruction to send that segment, they find out that their earliest segment in their buffer is bigger than the requested segment, so they start to send from the smallest segment number in their buffer. So by happening this scenario, the providers send different startup segment instead of a common segment, and it reduces the overall quality. The probability of happening this situation is lower in case of using Head-Segment policy.
5.2.4 Buffering Delay

Although each peer can start to play the media as soon as it receives its startup segment. It buffers the media for a while before playing it. The duration of buffering, called \textit{buffering delay} has an important effect on the quality of the playback. In this study we change the time of buffering from $200 \text{ms}$ to $3200 \text{ms}$, and measure the change in quality and playback latency.

Figure 5.9 shows the CDF of playback latency and Figure 5.10 shows the CDF of quality received by peers. As we can see in Figure 5.9, the playback latency of peers increases by spending more time on buffering the stream before playback, but as Figure 5.10 shows, this will result in a better quality. For example for $T = 200 \text{ms}$, the playback latency of $80\%$ of peers is less than $1000 \text{ms}$, while this time is about $4800 \text{ms}$ for $T = 3200 \text{ms}$. In Figure 5.10 however, we can see that more than $95\%$ of peers in $T = 3200 \text{ms}$ have a minimum quality $98\%$, but for $T = 200 \text{ms}$, only $60\%$ of peers have the same quality. That is because peers have more time to find substitute providers, is case of failure of any providers. To conclude, deciding about buffering delay is a trade of between quality and playback latency of media stream.

5.3 Measurements at Scale

In this section, we demonstrate the behavior of ForestCast when the number of participating nodes increases. We start from 128 nodes and at each step double the size of the nodes in the overlay. In the following simulations we use the following heuristics and settings:
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Figure 5.9: Playback latency of peers for 2048 nodes for different buffering delay (join only)

Figure 5.10: Quality of received media stream for 2048 nodes for different buffering delay (join only)

- We use BFS-DFS policy, for node collection;
- The value assigned to candidate providers is defined as $\frac{\beta^2}{T^2}$ (Algorithm 5). Note that a node may get different values in different trees;
• To select parents we use Distinct Parents and Rarest Strip policies;
• The central server uses the Head-Segment policy to find the startup segment;
• The buffering delay is 400ms.

5.3.1 Bandwidth Utilization

Bandwidth utilization of the system is defined as the ratio of the total utilized upload bandwidth to the total demanded download bandwidth. Measurements show that bandwidth utilization of ForestCat is nearly 1 for all three scenarios, and for varying number of nodes. Note that a media streaming application is a bandwidth intensive application, therefore it is of great importance to utilize the bandwidth of peers as much as possible. If this value is less than 1, that would mean although there are peers who have free upload capacity, there are some other peers who can not receive some part of the media they request for. This might be either because the free peers cannot be identified, or they might not posses the requested data. The former is easy to be solved by a server who knows about all the peers in the overlay, but the latter is not that trivial. In ForestCast the server tries to distribute distinct stripes evenly in the system in order to prevent the latter problem. That is why the fanout of peers in different trees is taken into account and each peer prioritize forwarding its rarest stripe to a new child. Moreover, fragmenting data at the first place and using multiple trees are also important to achieve this high bandwidth utilization, because it makes it possible for peers with petty upload bandwidth to contribute some resource to the system and be helpful.

5.3.2 Tree Depth

The depth of trees is another metric that is important to us for several reasons. Firstly, we are interested in shallow trees because generally nodes in such trees are more resilient to damages in the structure i.e. failure of an interior node. Secondly, in shallow trees the average value for the playback latency is expected to be less than that of deep trees, because in shallow trees larger number of nodes are positioned closer to the media server. On the other hand, upload bandwidth of nodes and the order in which they enter the system, highly affects the depth of trees. For example if a number of free riders join the overlay at the beginning, then it is more probable for the overlay to have deep narrow trees. It is the responsibility of the central server to mitigate such problems and avoid building deep narrow trees, if possible.

In order to investigate the efficiency of our solution with this regard, it is important to see how the trees' depth grows when the system scales to the larger number of participating nodes. Figure 5.11 shows how the average depth of trees change when system size grows, for our three different scenarios, i.e. join only, low churn
and high churn. Note that, the Y-axis is presented in logarithmic scale.

![Figure 5.11: Average tree depth in ForestCast increases in a logarithmic scale when the network size grows.](image)

An interesting thing in this figure is that in high churn scenario the average tree depth is lower than the other two. Likewise, the low churn scenario has a lower growth rate than join only scenario for greater network sizes. We believe this is because peers, whose parents fail or leave, rejoin the overlay and may find a better position than their initial one. In other words the server is given a chance to revise its previous decisions and as a result trees evolve to a more desirable structure. This result motivated us to work on some kind of gradual modifications, when nodes are given a chance to bubble up the trees and find a better position in the overlay. As a result we came up with Section 3.2 on incremental improvements and Section 5.4 on its corresponding evaluation.

### 5.3.3 Startup Delay

Startup delay is the time it takes for a node to start playing the media after it sends its join request. This time consists of two parts. First is the time it takes for the node to receive the first segment of media in at least one stripe, called join delay. It is good to recall that we assume MDC, which enables nodes to play the media even with a single stripe. Second is the time the node waits and buffer the media before playing it, called buffering delay. We assume that all nodes have the same buffering delay, that is 400ms in the following simulations. So we only need to measure the join delay. Since we are using a central server to handle the join requests, we expect this time to be independent of the size and shape of the overlay. This is confirmed by the result of the simulation, which is shown in Figure 5.12. We can see that for
large number of peers, this time is almost a constant in all three scenarios. Indeed, this time is sum of (i) the time required for the new node to contact the server, (ii) the time it takes for the server instructions to be received by selected parents of the new node, and (iii) the time it takes for the first segment to be transferred to the node.

Figure 5.12: Average time it takes for a peer to join (join only, low churn and high churn scenarios)

It is worth mentioning that, the total startup delay is almost always a value less than 600ms, which is insignificant compared to the measured startup delay in some of the successfully deployed solutions. For example, this value is reported to be averagely between 20 and 30 seconds for popular channels and up to two minutes for less popular channels in PPLive [22] and between 10 and 20 seconds in Coolstreaming [65]. As peers spend more time to buffer the data, they will be more resilient to failure of their parents. This is because in case a parent fails, the peer still has some data in its buffer to play. Hence, our next results for quality and disruption metrics would be comparable to the existing solutions only if this parameter is configured similarly. However, we do not change the buffering delay in our next simulations.

5.3.4 Playback Latency

We desire that nodes play nearly the same point of the media with negligible latencies to the media source. There are two things that affect the playback latency: (i) the buffering delay, which is the time each peer waits to buffer the data before playing it, and (ii) the position of the peer in trees. We talked about the buffering delay in Section 5.3.3 and mentioned that it influences the startup delay as well.
Here again, we assume the buffering delay is 400 ms. The difference between startup delay and playback latency is that, in the former we measure the time required for the node to play its first segment of the media, no matter what segment it is; whereas in the latter we are interested to see what point of the media is being played at a node and how much behind it is from the point of the media, which is currently broadcast by the media server. In other words, here we want to measure how long it takes for a node to play a segment of the media after that segment is sent out from the media server. Apparently this depends on how far the node is from the media server, that is the position of the node in the overlay.

In the following simulations we not only measure the average playback latency of nodes in the overlay, but also observe the fraction of nodes experiencing different playback latencies.

Figure 5.13 shows the average playback latency of nodes for join only, low churn and high churn scenarios. Apparently when the number of peers in system increases, the average playback latency of peers also increases. That is because when the number of peer grows, depth of the trees expands and so the number of nodes that are positioned further from the media server increases. What is more, we can see in Figure 5.13 that the best value is achieved in low churn scenario and the value in join only and high churn scenarios change very closely. Interestingly, for larger number of nodes the value in the high churn scenarios tends to be even better than that of join only scenario. We believe the reason is that in the join only scenario, shape of the overlay is highly affected by the order in which nodes come into the system, which in turn influences the average playback latency. In this scenario the playback latency constantly increases as we go down the trees. But in the presence of churn nodes have to move up or down the trees, when their parent leaves or fails. So there is a chance for nodes to improve their position. Even if they have to move down a tree, then that tree would not have an increasing playback latency as you go to the deeper layers. This would be beneficial for new arriving nodes, because they may have a better playback latency than that of what is expected for the layer in which they are placed. Moreover, if the churn rate increases, then some of the nodes may face disruption which would increase their playback latency. This result is interesting, because it persuades incorporating an incremental improvement in the solution, which gradually modifies the structure of the trees.

Figures 5.14, 5.15, and 5.16 show the CDF of peers experiencing different levels of playback latency in join only, low churn and high churn scenarios, respectively. As we can see in the join only scenario, for 128 nodes, 97th percentile happens at 100 ms, which is reasonable; but as the network size grows, this value has a significant increase, such that 97th percentile for 8192 nodes is nearly 4500 ms. Even the 90th percentile happens at 4000 ms.

Figure 5.15 demonstrate a more desirable growth in playback latency when the
number of nodes increases in the presence of a low rate churn. For example for 8192 nodes, $90^{th}$ and $97^{th}$ percentile happens at 2200ms and 3200ms, respectively. Note that, these levels of playback latency for the same network size are achieved at $45^{th}$ and $75^{th}$ percentiles in join only scenario.

This comparison becomes more interesting as we come to Figure 5.16, which
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Figure 5.15: Fraction of peers experiencing different playback latencies (low churn scenario)

shows the same measurement in the high churn scenario. We can see that for 8192 nodes, 90\textsuperscript{th} and 97\textsuperscript{th} percentile happens at 3800\textit{ms} and 5200\textit{ms}, respectively. Note that although the curve has a longer tail compared to join only scenario, it rises more sharply than that of join only scenario. Hence the average value for playback latency is better than that of join only scenario when the number of nodes grows.

Figure 5.16: Fraction of peers experiencing different playback latencies (high churn scenario)
5.3.5 Received Quality

In this section, we measure the quality of media received by peers. Quality is defined as the ratio of the number of received stripes to the number of demanded stripes. Note that, the quality may change over time, due to the failure of parents, which may cause the peer not to receive one or more stripes for a while. Hence, we measure it segment by segment during the lifetime of peers in the overlay. It is worth mentioning that we have prioritized “not having disruption” over “having a low quality”. That is, for a node to proceed to playback, having a single stripe is enough, even though the quality degrades. But if for a certain point of media, there is no segment available from any of the stripes, then we would have a disruption. We will shortly be back to this latter metric and for now, we only focus on the quality metric, which does not include the disruption intervals.

In order to evaluate quality, we not only measure the average quality received by nodes, but also demonstrate fraction of nodes receiving different levels of quality. Figure 5.17 shows the average quality received by peers in our three scenarios. Not surprisingly, in join only scenario, all peers receive all stripes they have asked for. But as the failures start to happen, e.g. in the low churn scenario, there are nodes that miss some of the stripes and so their quality decreases. As the number of failures increases, e.g. in the high churn scenario, the average quality lessens even more. An interesting point here is that in all the scenarios, increasing the number of peers does not dramatically change the average quality. Even when the network size exceeds 8000 nodes in the high churn scenario, the average quality never falls below 85%.

![Average quality received by nodes (join only, low churn and high churn scenarios)](image-url)

Figure 5.17: Average quality received by nodes (join only, low churn and high churn scenarios)
Figures 5.18 and 5.19 show the CDF of peers receiving different quality for low churn and high churn scenarios, respectively. Note that in the join only scenario, which is not shown here almost all the peers have quality more than 98% and this quality does not change by increasing the number of peers in the system.

As Figure 5.18 shows, more than 80% of node receive a nearly full quality of the media during their lifetime regardless of the network size. The other 20 percentage of nodes have a quality between 75% and 100%. Since we have four stripes in the system and almost all nodes have enough download capacity to receive all four stripes, this result means that all the nodes receive at least three out of four stripes.

Figure 5.19 shows a similar trend. In the high churn scenario, nearly 70% of nodes receive all four stripes, and the rest receive three out of four, which results in a quality between 75% and 100%; except for the network size 8192. Even in this last case, half of the nodes receive all four stripes and the other half receive at least two out of four stripes.

5.3.6 Disrupted Nodes
Disruption is the duration a peer does not have any segment of media to play. A disruption ends as soon as the next segment becomes available at the peer. Figure 5.20 shows the number of disrupted nodes in all three scenarios. As we can see, in join only scenario we do not have any disrupted node and in low churn scenario for 8000 nodes less than 0.1% of nodes are disrupted. We have the most number of disrupted nodes in high churn scenario and with 8000 nodes. In this case we have
Figure 5.19: Fraction of nodes receiving varying levels of quality (high churn scenario)

about 200 disrupted nodes, which is about 2.5% of nodes in system.

Disruptions may have different severity levels. We believe a long disruption is worse than several short disruptions. In order to take into account how severe a disruption is, we use a counter, which counts the time units the media is paused. When the playback is resumed, we raise the measured time to the power of two and add it to a total variable for disruption severity, and reset the counter. This new metric, called disruption severity, shows the harshness of disruptions at a peer during its membership in the overlay. Disruption severity is more sensitive to long disruptions, because they are magnified by power of two. For example, suppose the media stream has 1000 segments. If a peer misses 100 non-consecutive of the whole media, its disruption severity is 100. A peer, which misses 10 consecutive segments has the same disruption severity.

Our measurement for disruption severity, which is not presented in the document, shows that very few nodes suffer from noticeable disruptions. In the worse case, the disruption severity is less than 100 for a media stream with 10000 segments, which is equal to missing 10 consecutive segments or 100 non-consecutive segments.

5.4 Impact of Incremental Improvement

Up to here, we have not considered any improvement in the overlay. We repeated some of the above simulations while incorporating the incremental improvements, which we described in Section 3.2. Moreover, in order to choose a node to leave or
fail, we use a pareto distribution [44] with parameter values 1 for location and 0.5 for shape. As a result, the simulator chooses an older node with less probability than a younger node, for the purpose of the leave or fail.

Results show that in all three scenarios (join only, low churn and high churn) the average tree depth is nearly less than half compared to when we had no improvements. As described before, tree depth is an important factor. Having shallower trees not only lessens the vulnerability of nodes to churn in the trees, which in turn increases the quality and decreases the probability of having disruption, but also influences the average playback latency of nodes. It is worth mentioning that, this improvement may not be in favor of some of the nodes, i.e. the nodes that are pushed down a tree. These nodes may experience some quality degradation or even disruptions; but our measurements show that the average value for received quality improves.
Chapter 6

Future Work

We believe that the idea in ForestCast can be used in either a centralized or a decentralized model. In the centralized model, as we discussed, a central server is responsible for building and maintaining the data overlay. In decentralized model nodes are given a partial view of the network and they actively cooperate with their neighbors to send and receive different stripes. In this chapter we introduce our idea to extend ForestCast to a decentralized solution, which we believe can be further improved.

In the decentralized approach we use similar heuristics to build up the trees and maintain the overlay, but without the assumption of a global knowledge. Instead, nodes maintain local views of the network and they participate in making decision to send or receive data. We assume that media is fragmented into data segments, which are numbered by the media server sequentially. In this algorithm, we use hierarchical-like model to find supplying peers and use push-pull model to deliver data.

Finding Supplying Peers
To find supplying peer, we need to explain the meaning of local state (LS) of a node and its global state (GS). The local state of each node $i$ is defined as follow:

$$LS(i) = \Phi_i(b_i, l_i, f_i)$$

$\Phi_i$ is a function of node $i$’s available upload bandwidth, $b_i$, its latency to the media source, $l_i$, and its fanout, $f_i$. We define the global state as follow:

$$GS(i) = \Theta_i(LS(i), GS(ch_i))$$

$\Theta_i$ is a function of local state of node $i$ and global states of its children. Each node periodically sends its global state to its parent. When a node receives its children’s global state, it calculates its own value and sends it upward till it hits the root.
Whenever a new node comes into system at first, it contacts the rendezvous point to get a list of nodes as its neighbor set, and then it sends its join request to the media server. If the media server has enough free bandwidth, it accepts the new node as its own child. Otherwise it forwards the join request to its best child to adopt the new node. The best child is the node who has the highest global state value among others. The node that receives a join request will do the same until someone accepts the joining node. Through the join procedure, the new node updates its neighbor set, considering the neighbor set of nodes on the path. Experiments show that the size of this neighbor set does not need to be very large. In [55] it is shown that having a neighbor set of size 8 would suffice, but the authors suggest a neighbor set of size 20. In our model, we consider the size 10 for neighbor set of each node.

Data Delivery
We believe that the best mechanism in data delivery is a push-pull model. For this to work, we assume the media server fragments the media into data segments. Data delivery has two phases: in the first phase, the data segments are pushed down the tree, and in the second phase the nodes pull the missing segments from their neighbor set. Each node periodically sends its data availability information to its neighbor set. We use tit-for-tat strategy to motivate the peers to cooperate in data delivery.

Optimization
The idea of optimization is the same as what we propose for centralized model. We desire nodes with higher bandwidth to be placed closer to the source, but this can be risk if the node is not that reliable. On the other hand we know that a node which has long stayed in the overlay is less probable to leave the overlay. Like Section 3.2, we define the strength of each node as a function of node’s age, its free upload bandwidth, and the its fanout:

\[ \text{Strength}(A_i) = \text{age}_{A_i} \cdot (\text{fanout}_{A_i} + \text{freeBw}_{A_i}) \]

A node periodically sends its strength value to its parent. If a node finds out its strength is smaller than that of one of its children, it changes its position with that child. The strong child then accepts its old parent and its old siblings as its children. If it does not have enough free upload bandwidth to keep all of its old children, it releases the weaker one. Orphan children will be either adopted by the demoted parent or rejoin the system.

As a result eventually we will have more reliable nodes with more bandwidth closer to the source. Note that when a node jumps up the tree, its latency to the media source will decrease, but it will not have any effect on the playback latency. The only effect is that the node would have more time to buffer the data. This would not only result in a better quality of the media the node is receiving but also it would be more tolerant to the failure of its parent or ancestors.
Chapter 7

Conclusion

In this document we worked on peer-to-peer live streaming systems, reviewed different solutions in the field and proposed ours. Mainly this thesis, we focused on three topics: (i) designing an algorithm for peer-to-peer media streaming, called ForestCast, (ii) implementing a stochastic discrete event peer-to-peer simulator, which also models bandwidth and link latencies, called SICSSIM-B, and finally (iii) investigating how different heuristics will affect the quality of service experienced by clients.

ForestCast
There are different methods in peer-to-peer systems to construct overlay network and deliver data to peers. ForestCast uses a centralized directory to construct and maintain the overlay, and multiple trees for data delivery. Our proposed solution, differs from the existing solutions in that we solve the problem using a heuristic technique. ForestCast provides a framework, which can be configured with different constraints and objective functions. In other words, we choose a performance centric approach that easily adopts to various design goals. So this solution can serve a wide range of media providers, who have their own requirements, priorities and objectives.

SICSSIM-B
As mentioned, currently there very few peer-to-peer simulators available. These simulators either have to consider all the details of packet transmissions in network, which makes them barely scalable for simulating huge number of data packets, as it is required in media streaming, or they have to abstract all the underlying layers of network, which leads to inaccurate measurements. Hence, to evaluate our algorithm, we developed our simulator, called SICSSIM-B. Since our application involves high bandwidth data transfer, we choose a flow-level model to be able to conduct experiments at large scale. To deal with inaccuracy we improve this model by incorporating some of the effects of the underlying network, e.g. latency, bandwidth and congestion.
Investigation different heuristics

We investigate different heuristics for constructing overlay network. What is desired in all the existing algorithms, is to construct and maintain an efficient data delivery overlay, but there is no common definition for being “efficient”. This is why the algorithms are not fairly comparable to one another. If we use a central server with global knowledge, which can quickly make the best possible decisions with respect to certain criteria and objectives, we will end up in an optimum overlay for the respective configuration.

Our experiments show that for positioning nodes in the trees, it is very important to consider the properties of the joining nodes. For example, it is a wise decision to put nodes with petty bandwidth as far as possible from the media source, by using a Depth First Search policy. Even during the lifetime of an overlay, incorporating an incremental improvement, which pulls the stronger nodes up the trees and pushes the weaker nodes down, will result in a more efficient overlay. Note to be taken, that a strong node is not only a node with a high bandwidth, but the one who has also stayed long in the system.

We also observe that to maximize bandwidth utilization, it is of crucial importance to uniformly distribute different parts of the media, e.g. substreams, in the overlay. For example, nodes are better to prioritize forwarding a substream, which they have forwarded less. A fair distribution of data in the overlay, prevents a situation in which some part of the data becomes rare, and even though there is a free capacity in the network for data delivery, data is not accessible and the bandwidth cannot be utilized.

What is more, we show that selecting distinct parents for a node, makes it more fault tolerant and will decrease the number and severity of disruptions nodes may ever experience.

Another interesting result we come up with, is that a greedy approach to choose the startup segment for a joining node, would result in not only a better playback latency, but also, surprisingly, a better quality. More exactly, although one may think starting with an earlier point of the media would make a node more fault tolerant, we conclude that it is always better to provide the nodes with the most recent data available, that is the largest segment all the parents have in common.
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