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Service-Oriented Computing is an approach to creating applications where different loosely-coupled software services are composed in order to accomplish a goal that is more complex than what the constituent services can do. The composition is performed in a platform-independent manner (component services are executed in heterogeneous, usually non-local environments and accessed through a standardized interface) and is usually a long-running process which spans across organizations and administrative boundaries. In turn, these combinations are usually exposed as services themselves.

Service combinations are usually divided into orchestrations and choreographies. In the former case there is a single agent which controls the individual services and routes the data between them. In the latter, data movements and control are not centralized. In this talk we will focus on service orchestrations.

A critical point for the usability of service compositions is the Quality-of-Service (QoS) they offer. Execution time, availability, or monetary cost are some usual metrics. The acceptable values for QoS attributes in a business relation are usually defined in Service Level Agreements (SLAs), along with the penalties in case they are violated.

We present and evaluate a method whereby, using techniques from constraint logic programming, we derive, at a given point of execution of a service composition, a set of constraints that predict SLA conformance and violation scenarios over a certain time horizon. This is done on the basis of the structure of the composition and known or empirically measured properties of the component services. SLA failure and conformance constraints are expressed symbolically and may be used by other components for, e.g., development of data-mining models, optimized service matching, or triggering preventive adaptation or healing. Additional precision can be obtained within the same analysis framework by inspecting the state of the composition at the point of prediction.
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Exploring file based databases via an SQLite interface
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Abstract. We present a succinct yet powerful interface library to the SQLite database system. The single file, serverless approach of SQLite along with the natural integration of relational data within Prolog, render the library a useful addition to the existing database libraries in modern open-source engines. We detail the architecture and predicates of the library and provide example deployment scenarios. Finally, this paper discusses the strengths of the system and highlights possible extensions.

1 Introduction

SQLite\footnote{http://www.sqlite.org/} [Allen and Owens, 2010] is a powerful, open source serverless database management system that requires no configuration as its databases are stored in a single file. Ran from a lightweight operating system (OS) library executable, it can be deployed in a number of scenarios where a traditional server-client database management system (DBMS) is not possible, advisable or necessary. In the context of Prolog, SQLite can provide a flexible transaction-based extension to the in-memory predicate storage. In this paper we present the implementation of a Prolog library that uses the C-interface to communicate with the SQLite OS library.

The relational nature of Prolog makes its co-habitation with relational database systems an attractive proposition. Not only databases can be viewed and used as external persistent storage devices that store large predicates that do not fit in memory, but it is also the case that Prolog is a natural choice when it comes to selecting an inference engine for database systems. As a result, there is an extensive body of literature on a variety of aspects of such integrations. We do not attempt a general overview of the area, but we present some of the research that is most clearly connected to our work. The ODBC library in SWI-Prolog [Wielemaker et al., 2012] is closely related to our work since we have used the library as a blue print both for the C-interface code and for the library’s predicates naming and argument conventions.

The field of integrating relational databases has a long tradition going back to the early years of Prolog. For instance the pioneering work of Draxler [1991], although based on writing out SQL rather than directly interrogating the database, provided extensive support for translating combinations of arbitrary Prolog and table-associated predicates to optimised SQL queries. The code has reportedly, [Mungall, 2009], been ported to a number of Prolog systems, while it has also been extended and adopted for the ODBC library in the Blipkit software suite [Mungall, 2009]. Another approach which
targeted machine learning and tabling as well as importing tables as predicates is MY-DDAS, [Costa and Rocha, 2008].

Our current contribution does not deal with the theoretical or extensional aspects of integrating a database system to Prolog, in contrast, we concentrate on describing an open-source modern library that can be used out-of-the-box with a zero configuration, community supported database system. In doing so, we hope that the library will be a useful tool for the logic programming community and provide a solid basis in which researchers can contribute rather than having to reinvent the basic aspects of such integration.

The integration of flexible external database storage is crucial to the uptake of Prolog to new application and research areas which can assist with the up-keep of its development and its user penetration. Two such application areas are bioinformatics and web-servers. In the former, the ability to tap on to large data-sets is a central aspect due to the deluge of data publicly available resulting from the ever-growing number of high throughput technologies available to experimental biologists [for instance see Szklarczyk et al., 2011]. Our effort, along with other recent libraries, [Angelopoulos et al., 2012. In preparation.], takes a piece-meal approach into providing tools that can increase the penetration of Prolog into bioinformatics. These act complementary to more holistic approaches that provide a suite of programs within a single framework [Mungall, 2009]. In web-server applications, single file databases can facilitate scalable and effective interthread and back-end communication. Our library can enhance the excellent web facilities in modern open-source Prolog systems [Cabeza and Hermenegildo, 2001, Wielemaker et al., 2008].

The remainder of the paper is organised as follows. Section 2 describes the workings of the library. Section 3 presents some tests and possible applications, while the concluding remarks are in Section 4.

2 Library specifics

Here we present the overall architecture of the system along with the specific details of the three component architecture. Our library was developed on SWI 6.1.4 under a Linux operating system. It is also expected to be working on the Yap 6.3.2 by means of the C-interface emulation that has been also used in the porting other low-level libraries [Angelopoulos et al., 2012. In preparation.]. We publish 2 the library as open source and we encourage the porting to other Prolog engines as well as contributions from the logic programming community to its further development. Installation and running are extremely simple and only depend on the location of the OS SQLite library.

2.1 Overall architecture

Our library is composed of three main components. At the lower level, written in C, the part that handles opening, closing and communicating with the SQLite OS library. The C code is modelled after, and borrows crucial parts from the ODBC library of SWI.

2http://bioinformatics.nki.nl/~nicos/sware
On top of the low-level interface, sit two layers that ease the communication with the database. On the one hand, a set of predicates allow the interrogation of the database dictionary, while the third layer allows the integration and interaction with tables as Prolog predicates.

### 2.2 Low-level interface

The heart of the library is its interface to SQLite. This is implemented in C and has strong affinity to the ODBC layer in SWI. The top part of Table 1 lists the interface predicates to the core system. The basic opening and closing operations are implemented as:

\[
\text{sqlite_connect(+File, ?Conn)} \\
\text{sqlite_disconnect(+Conn)}
\]

The C code creates a unique, opaque term to keep track of open connections. However, this is not particularly informative to the users/programmers. To circumvent this, the library allows for aliases to connections that can act as mnemonic handles through which connections are known to the user. To establish such an alias it is sufficient to give a non variable, usually atomic, value to the connection variable of `sqlite_connect/2`.

As a running example we will use the connection to a large but simple protein database from Uniprot. It has two tables referenced on a single key and each having 286,525 entries. Table 2 summarises the basic parameters of the database. Except if otherwise mentioned, the examples in this paper assume that the database detailed in Table 2 is open by:

\[
\text{sqlite_connect('uniprot.sqlite', uniprot)}
\]
To fine-tune details on the type of connection we wish to establish to the database file, we introduce an options argument in `sqlite_connect/3`. As is common practice, this is the last argument of the predicate. In addition to allowing a list of options from the set of possible options we also allowed single term options as a matter of convenience. The members of the recognised set are:

- `alias(Alias)` An alternative way to register a connection alias. Note that in the case where `Conn` is also non-variable `Alias` and `Conn` should be unifiable.
- `as_predicates(AsPred)` `AsPred` should be a Boolean value which when true instructs the library to create hook predicates that map each sqlite table to a Prolog predicate. These are created in the `AtMod` module, and it is the user’s responsibility to make sure each predicate is unique in this module. See Section 2.4.
- `at_module(AtMod)` Defines the module in which predicates should be defined when `AsPred` is true. By default, when this option is not present, predicates are defined in the user module.
- `exists(Exists)` `Exists` should be a Boolean value. When this value is false the library does not throw an error if the provided file does not exist. The default value is true in which case an error is thrown if the SQLite file does not exist.

The user can interrogate all open connections and the existence of a specific connection via `sqlite_current_connection/1`. This predicate backtracks over all open connection if it is queried with a variable as its argument. The library also maintains the notion of a default connection which can be identified with `sqlite_default_connection/1`. This is usually set to the last connection opened and it is particularly useful in the common deployment scenario where a single connection is maintained.

The bulk of the traffic with SQLite is directed via `sqlite_query/2,3`. The version with arity 2 is simply a shortcut for applying the query on the default connection. The SQL argument of the predicates is an atom of valid SQL syntax, which when applied to the opened connection identified by `Conn`, results in rows that are returned one at the time in the form of a row/n term structure.

### 2.3 SQL wrapping predicates

We include in the library a small number of predicates that assist user interaction with databases. These include parametrised query strings, interrogating the database dictionary and simple aggregate operations.

- `sqlite_format_query(Conn,SqlFormat,Row)` Post a format style SQL query to SQLite Connection and get row result in Row.
**sqlite\_current\_table(Conn,Table)** Enumerate all tables in the database or query whether a specific table is part of a database.

**sqlite\_table\_column(Conn,Table,Column)** This predicate holds for each triplet of `Conn`, `Table` and `Column` such that the named table has the respective field (`Column`) in the context of the given database.

**sqlite\_table\_count(Conn,Table,Count)** `Count` is the number of data rows in `Table`; which is a table present in the database identified by `Conn`.

### 2.4 Tables as predicates

With the `as\_predicates/1` option of `sqlite\_connect/3` we can direct the library to create linking predicates for each table in the database. That is a predicate is created for each table in the underlying database. The predicates are created at module identified by option `at\_module/1`. It is the responsibility of the user to ensure there are no name clashes. Once thus declared, the table predicates behave as normal Prolog predicates. The system makes simple transformations when filling the predicates with results from the database. Currently, this is by mean of creating an SQL SELECT statements in which the WHERE subclause is formed from the ground arguments of the corresponding goal. For a table with name `Name` and columns that have a one-to-one correspondence with the list of variables in `Args`, the library constructs and asserts a clause in the Prolog database by using the following code:

```
Head =..[Name|Args],
Body = sql:sqlite_holds(Conn,Name,Arity,Columns,Args),
user:assert((Head :- Body)),
```

At runtime `sqlite\_holds/5` ensures that the appropriate transformations take place and the results are fed back to Prolog as expected. By using predicated tables the number of rows for table `secondary\_accessions/2` can be found with the following query:

```
?-
  Opt = as\_predicates(true),
  sqlite\_connect('uniprot.sqlite',uniprot,Opt),
  findall( A, secondary\_accessions(A,_), As ),
  length( As, Len ).
```

```
As = ['A0A111', 'A0A112', 'A0A113', 'A0A131'|...]
Len = 286525.
```

Predicated tables only depend on SQL transformations and as such are not specific to SQLite but can be easily ported to other interface libraries such as ODBC.

### 3 Applications

#### 3.1 Bioinformatics

The last decades have witnessed a phenomenal increase in the amount of biological knowledge that has been published and codified. This acceleration can be directly at-
tributed to the evolution of high throughput technologies such as genome wide expression assays, microscopy and deep sequencing.

One important way in which biological knowledge is codified is in the form of databases and ontologies. These include protein-protein interaction (PPI) databases such as STRING [Szklarczyk et al., 2011] and HPRD [Keshava Prasad et al., 2009] and protein information databases such as the universal protein resource [Uniprot, The UniProt Consortium, 2012]. STRING collates information about protein interactions from a variety of sources. It currently contains information on 5,214,234 proteins from 1,133 organisms and holds 224,346,017 interactions. HPRD holds human proteins and interactions between them. Currently there are 39,194 interactions in HPRD. The Uniprot database includes a wide-ranging array of information on proteins. In this paper we concentrated on the mapping abilities between naming conventions for proteins.

In the SQLite file we created from a recently downloaded dataset from Uniprot there are 286,525 gene identifier mappings.

Prolog is a powerful platform for bioinformatics research and analysis. Its ability to query relational datasets and express recursive searches succinctly are of particular interest to ontologies and databases tabulating millions of relations. One of the main roadblocks hindering the use of Prolog in this research area is the lack of effective tools that give access to the resources available. Databases form the basic layer of biological knowledge available. The use of effective tools to connect databases in efficient, resilient and integrative manners to the logic engine can assist in narrowing this gap.

3.2 Web-services

Engaging Prolog with the world wide web (WWW) in the role of a web-server has been well advocated and served by supporting libraries [Cabeza and Hermenegildo, 2001, Wielemaker et al., 2008]. Furthermore, there has been previous motivating work on systems that realise Prolog servers that mediate the web-publication of material stored in relational databases [Angelopoulos and Taylor, 2010].

The library presented here further facilitates the role of Prolog in this area. The main benefits of SQLite in this context are:

- persistence - Prolog based servers need persistent storage of data. It is conceivable that such data can be realised as external files managed privately. However, the facilities offered by DBMS along with the presented predicated tables lead naturally to steadfast and scalable solutions.
- threading - Web-servers are inherently multi-threaded and the ability to communicate through a shared file-based database provides further plurality to interthread communication methods.
- ease of deployment - SQLite is arguably one of the easiest database back-ends to install and maintain. It depends on a single OS library and created databases are OS agnostic. In terms of the database it is thus trivial to migrate, move or upgrade the server.
- filestore - One of the main success stories for SQLite has been in providing application specific filestore solutions. This fits well within a web-server setting where the server is provided with a clean back-end for all interactions with the filestore.
4 Conclusions

We presented a stable and efficient library for integrating a file-based DBMS to modern open-source Prolog engines. We have argued that Prolog is a powerful platform for data analysis and computational research in bioinformatics and for the realisation of agile web-servers that require minimal programming effort. Biological knowledge captured in the growing list of databases can be efficiently reasoned with, within logic programming. The library presented here facilitates such integrations in a straightforward, efficient and zero-configuration fashion that can facilitate rapid prototyping, collaborative coding and the development of reusable programs.

There are a number of possible extensions that can be envisaged on top of the presented library. These are not necessarily specific to this library but can also be of relevance to similar approaches such as the ODBC library of SWI. One possibility would be to have a more refined model for imported predicates which will not necessarily import all tables from a database. With regard to predicated tables, an integration with the work of Draxler [1991] would improve performance on queries that can be mapped to SQL join operations. Ideally, one would like this to be done behind the scenes, away from any user intervention. Finally, it might be possible to integrate the ODBC and SQLite libraries in one package within SWI, creating a powerful, common interface in which user programs are largely agnostic to the back-end database system used.

The underlying development principles of our approach follows other recent developments [Angelopoulos et al., 2012. In preparation.]. The common aspect is that although inspired from a specific application area, in both cases bioinformatics, the approaches produced stand-alone libraries that can be of use to a wider audience. This approach complements projects that take a more integrative approach to program development. In the case of bioinformatics such a suite is the Blipkit [Mungall, 2009].
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Abstract. Even if concurrent programming becomes more prevalent in software development, it still faces the harsh reality that writing correct and efficient programs is hard and error-prone. While existing static and dynamic analyses are capable of detecting low-level race conditions, i.e. potential concurrent updates of some shared variable, programs can still exhibit errors due to the presence of so-called application-level race conditions, when concurrent execution may violate the design-level consistency of the shared variables. In this paper, we present a framework for statically detecting application-level race conditions. Based on an easy-to-write specification, we use a combination of symbolic execution and equational reasoning to verify that each atomic section of the program preserves the consistency of the shared variables with respect to the given specification, as such guaranteeing that no race conditions exist that could result in violations of this specification.

Keywords: concurrent programming, static analysis, race detection

1 Introduction

In recent years, hardware manufacturers have started to focus on further developing parallel architectures due to the problems encountered with increasing clock speeds and straight-line instruction throughput [24]. This shift in hardware evolution is provoking a fundamental and necessary turn towards concurrency in software development [24]. Unfortunately, developing correct and efficient concurrent programs is hard, as the underlying programming model is more complex than it is for sequential programs and errors are often introduced due to unexpected interference between threads [21]. To protect parts of the code from the interference of other threads, programmers define so-called atomic sections. These are code fragments whose execution and the data they handle must not be affected by the operations executed by other threads. To allow the programmer to define such atomic sections, concurrent languages offer synchronization primitives such as locks [17] or, more recently, software transactional memories (STM) [11, 20].

The ability to define atomic sections, by locks or some other mechanism, is in itself not sufficient to develop correct concurrent programs, as the programmer still has to decide what parts of the code must be protected, which is far from
trivial in practice [3]. Having too fine-grained sections increases the risk of errors while having too coarse-grained sections is inefficient as the parallelism is not exploited optimally.

Let us first illustrate what kind of behavior can happen when atomic sections are not correctly placed in a program and, thus, when race conditions can occur. In this paper, we focus on a Haskell-like language [26], recognized to be particularly well-suited for concurrent programming, notably because, while the way it allows to define concurrent programs is very similar to standard imperative languages, it proposes a more explicit distinction between pure computations and those that may have side effects [7, 22]. Although different definitions exist of what is a race condition, it is most frequently regarded as occurring “when two threads can access a data variable simultaneously, and at least one of two accesses is a write” [9]. We believe that this definition is limited and we denote this kind of race condition by low-level races. Consider for example the source code of Fig. 1, where the do notation refers to the classic syntactic sugar to express monadic computations [8, 10] and readTVar, resp. writeTVar, allows to read a value from, resp. write a value in, a shared variable. The function add inserts a new value n into a list of integers (the shared variable shTab), and adds this very value to the value of another shared variable shSum. Each update of a shared variable is protected by an atomic section – i.e. the operation atomically – and, consequently, the program is free of low-level race conditions. This is both sufficient and efficient, as long as the values of the shared variables are independent. However, if there is an implicit link between the values of the shared variables, the story is more subtle. Suppose that in the example, shSum is meant to represent the sum of the integers in the list shTab. In this case, an inconsistent state (in which the value of shTab has been updated while the value of shSum has not) is exposed between the two atomic sections, which is problematic in a concurrent program. Suppose for example that at this precise point, another thread doubles the value of shSum and of each integer of shTab (the whole operation being protected inside an atomic section). At the end of the execution of both threads, the sum of the integers in the list shTab and the value of shSum will be different, breaking the programmer’s intention and thus showing an unacceptable error in the program. This situation, which can of course be corrected by using a single atomic section in the add function for both updates of the shared variables, is what is sometimes called an application-level race condition [3], as it represents an inconsistency with respect to the logic of the application that cannot be observed from the source code alone. Like any

```
add shTab shSum n =
  do atomically ( do tab <- readTVar shTab
                     writeTVar shTab (n:tab) )
  atomically ( do s <- readTVar shSum
                   writeTVar shSum (s+n) )
```

Fig. 1. Example of a program with atomic sections
race, application-level race conditions are hard to prevent with testing, as their occurrence depends on the interleaving of threads. While application-level race-conditions are common in large programs [13], classic race detectors or race-free type systems are unable to detect them [5,17] as these analyzes do not have or do not use information about the intended application logic.

In this paper, we present a novel and generic approach for static analysis targeting the detection of application-level race conditions. Our specific contributions are the following:

- We propose a simple but powerful method to formalize what we call the consistency of the shared variables, i.e. the application-level properties and dependencies that the programmer wants to see preserved during the program’s execution, in the form of a set of invariants.
- We propose to statically compute a safe characterization of how the shared variables change during the execution of an atomic section. For this purpose, we formalize a symbolic evaluation for a core subset of STM Haskell [7]. Note that the process we describe could easily be adapted for a standard imperative language.
- We show how a theorem prover can be used to prove, from the derived characterizations and some annotations, that an atomic section preserves the consistency of the shared variables, thereby allowing to prove that the program is application-level race-free with respect to the given specification.

The remainder of this paper is structured as follows: In Section 2, we present an intuitive overview of our analysis by using a running example. In Section 3, we formalize the static analysis for a subset of STM Haskell. Finally, we discuss in Section 4 the related work and the future prospects.

2 Defining and Verifying the Consistency of Shared Variables: an Overview

The key idea behind our analysis consists in verifying, for each atomic section in the program under consideration, that if the shared variables are in a consistent state before entering an atomic section, they will again be in a consistent state upon exit of the atomic section. In this section, we introduce the details of this approach using the example of Section 1 as running example.

2.1 Consistency Definition

An application-level race condition, which we simply call race for the remainder of the text, occurs when shared variables are exposed – i.e. unprotected by an atomic section – in a state that is considered by the programmer as inconsistent with respect to the design of his or her application. As this is related to the application logic, our analysis requires to provide information about what one considers as a consistent state. Back to our example of Section 1, we need to express the programmer’s intention with respect to the shared variables, namely
add shTab shSum n = atomically ( do (S0)
    tab <- readTVar shTab (S1)
    writeTVar shTab (n:tab) (S2)
    s <- readTVar shSum (S3)
    writeTVar shSum (s+n) ) (S)

Fig. 2. The corrected version of the running example

that shSum is supposed to store the sum of the integers in the list shTab. We can formalize this with the following equation:

\[ \text{sum}(\text{val}(\text{shTab})) = \text{val}(\text{shSum}) \] (1)

The identifier \textit{sum} is just a name that we invent to represent the sum of the elements in a list; it is \textit{not} a function defined in the program, only a name. We will use this kind of names to represent what we will call \textit{characteristics}, i.e. those properties of the values stored in the shared variables that are important in defining their consistency. Intuitively, the equation above denotes the fact that the sum of the elements of the list stored in the shared variable \textit{shTab} must equal the value stored in the shared variable \textit{shSum}. The identifier \textit{val} is a predefined identifier representing the value of a shared variable. An equation such as the one above is what we call an \textit{invariant}. The programmer can define as many characteristics and invariants as he or she needs for formalizing the consistency of the shared variables. For example, if the list stored in \textit{shSum} was to stay sorted, a second equation of the form \textit{sorted}(\text{val}(\text{shTab})) = \text{True} could be added to the invariants.

2.2 Analysis

In order to illustrate the key ideas of our analysis, let us consider the corrected version of our running example, depicted in Fig. 2. The correction consists, of course, in integrating both atomic sections into a single one such that both shared variables are updated in a single transaction.

The main idea behind the analysis is simple: what can we derive about the characteristics of the shared variables that hold at the end of the atomic section, when assuming that the invariants hold at the start of the atomic section. The information we derive is represented by a set of equations. When analyzing the single atomic section of the example, we proceed thus as follows:

- At the beginning of the atomic section, we suppose (\textit{assumption}) that the invariant (equation (1)) holds, so we start with a set of equations \( S_0 \) containing only the invariant:

\[ S_0 = \{ \text{sum}(\text{val}(\text{shTab})) = \text{val}(\text{shSum}) \} \]
• Subsequently, we analyze each action within the atomic section in turn, and compute how the action changes the set of equations that were valid before the action. In our example, the first action links the value stored in shTab with the lambda variable tab, so the analysis adds the equation \( \text{val}(\text{shTab}) = \text{tab} \) to \( S_0 \). Moreover, it replaces \( \text{val}(\text{shTab}) \) by \( \text{tab} \) in the other equation(s). The reason is that the value stored in shTab can change, while the lambda variable tab is by definition immutable. This gives us the set \( S_1 \) representing the equations that hold after the first action.

\[
S_1 = \{ \text{sum}(\text{tab}) = \text{val}(\text{shSum}), \text{val}(\text{shTab}) = \text{tab} \}
\]

• The second action consists by writing a new value into shTab. So, our analysis replaces the second equation of \( S_1 \) by \( \text{val}(\text{shTab}) = n : \text{tab} \). Note that we can keep the first equation in the set as it does not contain any reference to shTab any more, and we obtain

\[
S_2 = \{ \text{sum}(\text{tab}) = \text{val}(\text{shSum}), \text{val}(\text{shTab}) = n : \text{tab} \}
\]

• Then, the value stored in shSum is linked with s. We add the equation \( \text{val}(\text{shSum}) = s \) and replace \( \text{val}(\text{shSum}) \) by \( s \) in the other equations, obtaining as such

\[
S_3 = \{ \text{sum}(\text{tab}) = s, \text{val}(\text{shTab}) = n : \text{tab}, \text{val}(\text{shSum}) = s \}
\]

• Finally, a new value is stored in shSum, so the analysis replaces the last equation by \( \text{val}(\text{shSum}) = s + n \) and we obtain

\[
S = \{ \text{sum}(\text{tab}) = s, \text{val}(\text{shTab}) = n : \text{tab}, \text{val}(\text{shSum}) = s + n \}
\]

Note that this set \( S \) represents the equations characterizing the shared variables that hold at the end of the atomic section, i.e. it represents the state of the shared variables as it will be exposed to other threads. Consequently, in order to prove that the analyzed piece of code does not contain an application-level race condition with respect to the provided specification, it must be proved that the invariant(s) hold in this final state \( S \). How this proof can be made is the subject of the following subsection.

### 2.3 Proof

In order to prove that the set of equations \( S \) that hold at the end of the atomic section implies the invariant (equation (1)), we will have to define a number of axioms that relate how the characteristics that are used in the invariants evolve by the functions used within the atomic section. In case of our example, the following axiom will be sufficient to complete the proof:

\[
\forall x, xs : \text{sum}(x : xs) = \text{sum}(xs) + x
\]

(2)

This axiom states that the sum of the list obtained by inserting any integer \( x \) into any list \( xs \) is equal to the sum of the list \( xs \) and \( x \). In our analysis, axioms can be seen, intuitively, as a way to define the characteristics with respect to the functions of the program. Axioms, as well as invariants, are easy to write for
a programmer who is aware of the design requirements and the specifications of its program. But with these apparently lightweight annotations, a simple \textit{equational reasoning} is sufficient to prove that the atomic section is race-free. Returning to our example, using the equations in $S$ and the axiom (2) we can rewrite the left-hand side of the invariant (1) as follows:

$$\begin{align*}
\text{sum}(\text{val}(\text{shTab})) & \equiv \text{sum}(\text{n:tab}) \\
& \overset{(2)}{=} \text{sum}(_{\text{tab}})*n \\
& \equiv s+n \\
& \equiv \text{val}(\text{shSum})
\end{align*}$$

obtaining as such the right-hand side of the invariant, thereby proving that the invariant is implied by the set $S$ and the axiom and, thus, that the invariant is preserved by the atomic section. The proof of the invariants is automated in an efficient way by using a theorem prover for first-order logic such as Vampire [18], the E Theorem Prover [19] or iProver-Eq [12]. For this purpose, the abstract states generated by our analysis and the axioms provided by the user must be translated in the TPTP syntax [23].

In conclusion of this section sketching the workings of our analysis, let us note the following:

- The specification required for the proof is lightweight. In case of the example, a single invariant and a single axiom are sufficient to prove that the code is application-level race-free.
- The type system of STM Haskell enforces that each access to a shared variable occurs inside such an atomic section, hence, to conclude race-freeness of a complete program it is sufficient to repeat our procedure for each atomic section present in the program.
- Returning to the initial erroneous code of Section 1, it can be seen that the analysis would be unable to prove that the invariant holds at the end of the first atomic section (same equations as $S_2$) and hence would conclude that that code is not guaranteed to be application-level race-free.

3 Static Analysis

In this section, we define formally a static analysis for a STM functional language $\mathcal{H}$ that can be seen as a subset of STM Haskell. We first present the syntax and the semantics of the language $\mathcal{H}$, which are quite similar to the languages used in [7, 4].

3.1 The language $\mathcal{H}$

The language $\mathcal{H}$ is a subset of STM Haskell [7] and other similar languages [4, 14]. A program is a set of function definitions of the form $f \mapsto M$ where $f$ is the (unique) name of a function and $M$ is an expression. The syntax of expressions is
Expression Meaning Class

\[ x \in X \) variable value

\( a \in N \) address value

\( \lambda x. M \) lambda abstraction value

\( c \in C \) construction value

\( M N \) application pure expression

\( f \) function call pure expression

case \( M \) of \( \overline{c} \rightarrow N \) case expression pure expression

\( \text{readTVar} \) \( M \) STM read variable STM operation

\( \text{writeTVar} \) \( M \) STM write variable STM operation

\( M \gg= N \) bind STM/IO operation

\( \text{return} \) \( M \) return STM/IO operation

\( \text{atomically} \) \( M \) IO execute transaction IO operation

\( M | N \) thread composition IO operation

Fig. 3. Syntax of \( \mathcal{H} \) expressions

given in Fig. 3. We assume denumerable distinct sets \( X \) and \( N \) of, respectively, pure variables that are local to lambda expressions, and transactional variables, i.e., shared variables, that are global to the program and that can be referenced by any expression. The set \( C \) represents the set of data type constructors used by the program. In the definition we use \( M \) and \( N \) to refer to expressions, \( M \) to refer to possibly empty sequences of expressions \( \langle M_1, \ldots, M_n \rangle \) and \( x \) to refer to possibly empty sequences of different variables \( \langle x_1, \ldots, x_n \rangle \). In the same way, we use \( c \overline{x} \rightarrow N \) to represent a non-empty sequence of case expressions \( c_1 \overline{x_1} \rightarrow N_1, \ldots, c_n \overline{x_n} \rightarrow N_n \), where the constructors \( c_i \) are all different. The set of all expressions is denoted by \( M \).

For the remainder of the text, we suppose that the expressions are well-formed. In particular, STM operations \( \text{readTVar} \) and \( \text{writeTVar} \) can only be used inside atomic sections, which are delimited by the IO operation \( \text{atomically} \), and thread composition only admits expressions which are composed of IO operations. The operations \( \text{return} \) and \( \gg= \) are overloaded as they can be used to return a value, respectively to compose sequentially operations, as well in the IO class as in the STM class. Moreover, we suppose that every program has a main function, which is composed of IO operations. A complete type system for \( \mathcal{H} \) can easily be defined \([4]\).

We define a reduction relation \([15]\) of the form \( \langle M, \sigma \rangle \rightarrow \langle M', \sigma' \rangle \) to specify the behavior of \( \mathcal{H} \) programs. The environment \( \sigma \) comprises a mapping from transactional variables to values. The reduction rules \( \text{CALL} \) and \( \text{APP} \), where we denote the capture-avoiding substitution of \( N \) for each free occurrence of \( x \) in \( M \) by \( M(x/N) \), as well as \( \text{CASE} \) and \( \text{BIND} \) are standard rules for functional languages. Note that these reductions have no side-effect in the sense that \( \sigma \) is not modified. The rule \( \text{READ} \), respectively \( \text{WRITE} \), defines the reading from, respectively writing into, a transactional variable. The rule \( \text{ATOM} \) shows that a (transactional) expression \( M \) is reduced in one step using the operation
atomically. Finally, the rule CTX shows that a reduction can be proceeded in an evaluation context \([15]\ C\) which identifies the active site \([\_]\) for the reduction \([7]\). Formally, we define an evaluation context as follows :

\[
C::=\[\_\] | (C; M) | (M; C) | (C >>= M) | C N | case C of \(f\rightarrow N\) | readTVar C | writeTVar C M
\]

and use \(C[M]\) to denote the selection or substitution of the evaluation site \([\_]\) in a context \(C\) by an expression \(M\). Intuitively, the fact that, in case of thread composition, an expression can be seen as an instance of two contexts depicts the fact that an arbitrary thread is selected for the next transition.

As we consider well-formed, well-typed programs, these reduction rules allow different threads to interleave IO operations (as does the execution of complete atomic sections) but does not allow the content of two atomic sections to be interleaved.

### 3.2 Static Generation of Abstract States

Our analysis supposes that we have a set of characteristics \(P\). As said before, a characteristic is an identifier defined by the programmer. We introduce the notion of \(\text{terms}\) with respect to \(P\), which is a global parameter for the analysis of a program, in Definition 1.

**Definition 1.** The set of terms is defined as follows:

\[
T::=M \quad \text{expression} \\
| \text{val}(a) \quad \text{reference to the value (content) of a shared variable} \\
| p(T) \quad (p \in P) \quad \text{characteristic of a term}
\]

Basically, our analysis manipulates an abstract state \(S\), which is defined as follows:

**Definition 2.** An abstract state \(S\) is a set of couples of the form \((E,T)\) such that

- \(E\) is a set of equations of terms, where an equation between two terms \(T_1\) and \(T_2\) is denoted by \(T_1 = T_2\).
– \( T \) is a possibly empty sequence of terms.

Intuitively, at a program point, the abstract state \( S \) contains relevant information about characteristics and shared variables that can hold at that point; each couple \((E, T)\) in \( S \) contains the information collected over a possible path in the source code up to that program point. In such a couple \((E, T)\), the sequence of terms \( T \) must be seen as a stack where the terms wait for an another term to form an equation to be added in \( E \).

The analysis of an expression (and of a program) is defined with respect to a particular set of equations, denoted by \( I \) and that represents the set of invariants. Intuitively, this set contains the equations, defined by the programmer, such that he or she expects that they are preserved by every atomic section.

Moreover, we are interested in collecting the abstract state at particular programs points such as at the end of atomic sections, in order to check whether the invariants hold at that particular point. To that end, we suppose that all occurrences of \textit{atomically} and \textit{\texttt{>>>}} in the program are labeled by unique labels from, respectively, \( \mathcal{L}_a \) and \( \mathcal{L}_b \), where \( \mathcal{L}_a \) and \( \mathcal{L}_b \) are two sets of distinct labels, i.e. \( \mathcal{L}_a \cap \mathcal{L}_b = \emptyset \). To keep a trace of the abstract states at these specific points of the program, we use a mapping \( \rho \) from labels to abstract states. We denote by \( \text{dom}(\rho) \) the domain of the mapping (or trace) \( \rho \). Intuitively, for such a trace \( \rho \) and a label \( l \in \text{dom}(\rho) \cap \mathcal{L}_a \), the abstract state \( \rho(l) \) represents the abstract state at the end of the atomic section labeled \( l \) and, likewise, for a label \( l \in \text{dom}(\rho) \cap \mathcal{L}_b \), \( \rho(l) \) represents the abstract state between the two operations bound at \( l \). We denote by \( \rho[l \mapsto S] \) the trace \( \rho' \) such that \( \rho'(l) = S \) and \( \forall l' \in \text{dom}(\rho) \land l' \neq l : \rho'(l') = \rho(l') \).

Using our analysis, we will compute an environment \( \phi \) which is defined below

\textbf{Definition 3.} An environment \( \phi \) for a program \( P \) is a set of tuples of the form \((f, S_1, S_2, \rho)\) where \( f \) is a function of the program \( P \), \( S_1 \) and \( S_2 \) are abstract states and \( \rho \) a trace (also called trace) with \( \text{dom}(\rho) \) the labels from \( f \).

Intuitively, The meaning of a tuple of the form \((f, S_1, S_2, \rho)\) is that the abstract state \( S_2 \) and \( \rho \) represents the results of analyzing the code of the function \( f \) with respect to an abstract state \( S_1 \).

The analysis of an expression \( M \) with respect to an abstract state \( S \), an environment \( \phi \), a trace \( \rho \), both representing the result of analysis so far, and a set of invariants \( I \) is denoted by \( \mathcal{A}[[M]]_{\phi, \rho}^{S} \) (we omit \( I \) as it can be seen as a global parameter of the analysis of a program) and defined in Figure 5. The effect of analyzing an expression consists basically in computing an update of the abstract state, environment, and trace and, as such, the result of analysis is represented by a triple, i.e. \( \mathcal{A}[[M]]_{\phi, \rho}^{S} = (S', \phi', \rho') \). In the definition of \( \mathcal{A} \), we use the following notations and concepts. If \( T \) is the sequence \((T_1, ..., T_n)\), we denote by \( T : T \) the new sequence of terms \((T, T_1, ..., T_n)\). We say that \( T' \) is a subterm of \( T \) if \( T = T' \) or if \( T = p(T') \) and \( T' \) is a subterm of \( T'' \) for some characteristic \( p \in \mathbf{P} \). We denote by \( E_{T_1/T_2} \) the set of equations obtained by replacing every occurrence of \( T_1 \) by \( T_2 \) in the subterms of every equation of \( E \) and we denote by \( \text{remove}(E, T) \) the set of equations obtained by removing
\[
\mathcal{A}[[\text{atomically}_I M]]_{\phi, \rho}^S = (S, \phi', \rho' [I_a \mapsto S'])
\]

where

- \(S' = \{(I \cup E, T) \mid (E, T) \in S\}\),
- \(\mathcal{A}[[M]]_{\phi, \rho}^S = (S', \phi', \rho')\),

\[
\mathcal{A}[[M >>_N N]]_{\phi, \rho}^S = \mathcal{A}[[N]]_{\phi', \rho' [l_k \mapsto S']}\) where \(\mathcal{A}[[M]]_{\phi, \rho}^S = (S', \phi', \rho')\).

\[
\mathcal{A}[\text{readVar } M]_{\phi, \rho}^S = (S', \phi, \rho)\) where \(S' = \{(E, \text{val}(M) : T) \mid (E, T) \in S\}\).

\[
\mathcal{A}[\text{return } M]_{\phi, \rho}^S = (S', \phi, \rho)\) where \(S' = \{(E, M : T) \mid (E, T) \in S\}\).

\[
\mathcal{A}[\lambda x. M]_{\phi, \rho}^S = \mathcal{A}[[M]]_{\phi, \rho}^S\)
\]

where

- \(S' = \{(x = T) \cup E, T \mid (E, T : T) \in S\} \cup \{(E, \emptyset) \mid (E, \emptyset) \in S\}\).

\[
\mathcal{A}[[\text{writeVar } M N]]_{\phi, \rho}^S = (S', \phi, \rho)\)
\]

where \(S' = \{(\text{val}(M) = N) \cup \text{clean}(E, \text{val}(M)), () : T) \mid (E, T) \in S\}\).

\[
\mathcal{A}[[\text{case } M \text{ of } e \rightarrow N]]_{\phi, \rho}^S = (\bigcup S_k, \bigcup \phi_k)\) where \(\mathcal{A}[[N_k]]_{\phi, \rho}^S = (S_k, \phi_k, \rho_k)\) and \(S_k = \{(M = c_k : T) \cup E, T) \mid (E, T) \in S\}\).

\[
\mathcal{A}[[f]]_{\phi, \rho}^S = (S', \phi, \rho)\) if \(S' \neq \emptyset\) and \(S \neq \emptyset\).
\]

- \((\emptyset, \phi)\) otherwise.

\[
\mathcal{A}[[\emptyset]]_{\phi, \rho}^S = (S', \phi, \rho)\) if \(S' = \emptyset\) and \(S \neq \emptyset\).
\]

\[
\mathcal{A}[[\text{bind } M]]_{\phi, \rho}^S = (S', \phi, \rho) = (\emptyset, \phi, \rho)\)
\]

\[
\text{Fig. 5. Definition of the core analysis function } \mathcal{A}.
\]

Every equation from \(E\) where \(T\) is a subterm of at least one of both terms in the equation. Finally, we denote \(\text{clean}(E, T)\) as the set of equations \(E_T/T_T\) if there is an element \(T'\) such that the equation \(T = T' \in E\); if there is no such element, \(\text{clean}(E, T) = \text{remove}(E, T)\).

One of the most important steps in the analysis is the treatment of an atomic section. Before analyzing the content of the section, we add the set of invariants \(I\) to the sets of equations in the abstract state. This represents the fact that we suppose that the invariants hold at the beginning of the atomic section. The abstract state \(S'\) obtained when reaching the end of the atomic section is recorded in the trace, but the abstract state resulting from analyzing the atomic section is again the initial one, \(S\). This guarantees that the analysis will be continued with an abstract state that does not include the invariants, as these may no longer hold outside an atomic section due to the interference with other threads. When analyzing the bind operator \(>>=\), we analyze the left part of the expression, saving the abstract state for this point in the trace, and we analyze the right part based on the updated abstract values, i.e. the
updated abstract state, environment and trace. For the thread composition, we arbitraily choose to analyze the left part, and then the right part, based on the same abstract state but with successively updated environment and trace. Reading a shared variable \( M \) is handled by adding \( \text{val}(M) \) to the list of terms in each element of \( S \). Note that, as other STM operations, reading a shared variable will typically be bound to another operation, formally represented by a lambda expression whose lambda variable will be bound to the first term of the list of term \( (\text{val}(M) \) in this case) upon analysis of the latter operations. A return \( M \) is handled in the same way, adding the returned expression \( M \) to the lists of terms. An application is handled by analyzing the left part of the expression \( M \) (representing the function or abstraction that is called) with respect to an abstract state in which the argument expression \( N \) is added to the lists of terms. When analyzing a lambda expression, we use the first element of the list of terms in the current abstract state to compose an equation with the lambda variable that will subsequently be added to each element of \( S \). The analysis of a writeTVar expression is somewhat more involved. Before erasing the current content of \( M \), we check in all sets of equations if there is an equation of the form \( \text{val}(M) = T \), which will then be removed, and we replace every occurrence of \( \text{val}(M) \) by \( T \) in the other equations, before adding an equation defining the new value of \( M \). This operation is important as it allows to keep information about the characteristics that hold for the previous value of the shared variable into the equations. Case expressions represent different paths through the program, so we combine the abstract states, the environments and the traces (which have distinct domains as labels are unique) of each path in the case expression. Finally, we deal with function call by looking in the environment what abstract state is associated with the call pattern, i.e. the function and the abstract state at the moment of the call. If no such call pattern is recorded in the environment, we add it to the environment so that it can be explored later.

Given the definition of \( A \), we can now define a function \( F : \phi \rightarrow \phi' \) that, when applied successively and combined with a suitable abstraction operator, can be made to converge to a fixed point which corresponds to the final environment.

This environment contains, for each function, a number of abstract states that represent all call patterns encountered during the analysis and the corresponding resulting abstract states and traces. The definition of \( F \) is given in Definition 4 below.

**Definition 4.** Let \( P \) be a program where the main function is \( f_{\text{main}} \), \( \phi \) an environment for \( P \), and \( \alpha \) a suitable widening operator, we define

\[
F\phi = \bigcup_{(f, S, S', \rho) \in \phi} \{(f, S', \rho')\} \cup (\phi' / \phi)
\]

where \( f \mapsto M \in P \) and \( A[[M]]_{\phi, \emptyset} = (S'', \phi', \rho'). \)

The analysis of \( P \) is then defined as computing the fixed point, denoted by \( \phi^P \), of

\[
\phi_{n+1} = \alpha(F\phi_n)
\]
where \( \phi_0 = \{(f_{\text{main}}, \{(\emptyset, \langle \rangle), \emptyset, \emptyset\})\} \).

Intuitively, we analyze using \( A \) every call pattern present in \( \phi \), thereby producing an updated environment. To be sure that a fixed point is reached in a finite number of iterations, we suppose a widening operator \( \alpha \) [6]. Even though the definition of a well-performing widening operator is out of the scope of the current paper, we provide a simple operator in Example 1 below.

**Example 1.** Let \( \cap_n \) be an operator for the intersection of tuples of sets \( S_k \) and \( S'_k \) such as \( (S_1, \ldots, S_n) \cap_n (S'_1, \ldots, S'_n) = (S_1 \cap S'_1, \ldots, S_n \cap S'_n) \), a naive operator \( \alpha \) for our analysis can be defined as follows: \( \alpha(\phi) = \bigcup_{f \in P} \left( f, S, S', \rho' \right) \) where \( (S, S', \rho') = \bigcap_{\phi} \left( (E_1, E_2, \rho) | (f, E_1, E_2, \rho) \in \phi \right) \).

### 3.3 Proof of Race-Freeness

In the previous section, we have defined an analysis that, for a program \( P \) and a set of invariants \( I \), produces an environment \( \phi^P \) that contains traces. We denote by \( \rho^P \) the set of all couples \((l, S)\) computed by the analysis \( \phi^P \), which is formally defined as:

\[
\rho^P = \bigcup \{(l, S) | (f, S', S'', \rho) \in \phi^P \land \rho(l) = S\}.
\]

The key idea of the race detection using the results of our analysis is to check, for each atomic section, that the abstract state associated to the exit point of the atomic section fulfills the invariants. This proof can be expressed using the first-order logic. Indeed, the equations in the abstract states, as well as the invariants, can be expressed in first-order logic in a straightforward way. Proving an invariant will generally require a number of axioms. As said before, an axiom allows to link a characteristic to the program code, thereby specifying under what condition a characteristic holds during program execution. In our framework, an axiom is a first-order formula that typically involves a quantifier. Let \( \text{FO}(S) \) the first-order formula that is equivalent to the information of the abstract state \( S \), we will say that the set of invariants \( I \) can be derived from \( S \) using the set of axioms \( A = \{A_1, \ldots, A_n\} \) if every invariant in \( I \) is a logical consequence of \( \text{FO}(S) \land A_1 \land \ldots \land A_n \) in the first-order logic. It follows that a program \( P \) is race free with respect to the set of invariants \( I \) and a set of axioms \( A \) if:

\[
\forall S \in \{S' | (l_\alpha, S') \in \rho^P \land l_\alpha \in \mathcal{L}_\alpha\} : I \text{ can be derived from } S \text{ using } A.
\]

In practice, we translate the results of our analysis to the TPTP syntax [23] and we use an efficient theorem prover for the first-order logic with equality [19] to check the derivation. To illustrate, we show in Fig 6 the TPTP-translation which is generated by our analysis for the running example of Section 2, and which is used by the prover [19] to successfully check the invariant.

### 4 Conclusion

**Related Work** Different approaches exist to deal with the detection of higher-level anomalies in concurrent programs. These approaches differ in the distinct
range of bugs they can handle. That suggests the existence of different compromises ranging from sometimes too strict to sometimes too weak correctness criteria. The concept of high-level data race was introduced by [1]. Such a race occurs when a set of shared memory locations is meant to be accessed atomically, but the memory locations are accessed separately somewhere in the program [25]. Note that the definition does not include what is the link between two shared variables. As a consequence, the static and dynamic detection of high-level data races [1, 16, 25] can trigger false positives (when two shared variables are accessed together but in a bad way) and false negatives (when two shared variables are accessed separately but it does not violate the link between them). However, these detection tools are very useful in practice because they can find a lot of races and typically do not require additional annotations. Moreover, they can be extended to also detect stale-value errors, i.e. variable replica that are outdated [16, 2]. An alternative to this approach is to deal with the subtly variant concept of application-level race condition, which was introduced by [3]. This notion not only captures the existence of a link between shared variables, but explicitly involves the nature of that link. By defining under what condition another thread can violate a program invariant, detection of application-level race conditions is more accurate, avoiding a lot of false positives and negatives. On the other hand, analyzes are typically heavier to use as the programmer has to provide additional annotations. Our work is inspired on the static analysis developed for verifying atomic blocks in an object-oriented language [3]. However, specific issues must be addressed, such as the particular control-flow inherent to higher-order functional programming while [3] mainly deals with access permissions and unpacking methodologies related to object-oriented programming. Moreover, our approach involves a very different formalism, with different expressive power, to specify and to verify the consistency of the shared variables. We think that our more declarative formalism works well with high-level properties that must be maintained throughout the program, while the typestate used in [3] are adapted to describe, for each function, in which conditions the function is allowed to be called while keeping the program race-free. We feel that our annotations are well-separated from the source code, easy to write and easy to incorporate in an application in a clean and straightforward way. Note that the invariants that we use are different from those that can be checked dynamically in STM Haskell [8], since they involve self-defined characteristics. Being dynamic, this checking cannot guarantee validity for every execution but can be very complementary to our analysis in order to get more details about a consistency violation.

Fig. 6. TPTP file produced by our analysis
Future Work In order to reduce the likelihood of race conditions, the programmer could be tempted to use too coarse-grained atomic sections and overprotect some (inoffensive) computations, thereby badly reducing the potential parallelism in the program. We advocate that the information provided by our analysis may be used in order to find the optimal size of the atomic sections within a program. This is why our analysis also stores the intermediate abstract states, i.e. the labels of $L_b$. We can easily imagine different strategies that use this information to reduce the size of too coarse-grained atomic sections while keeping the program race-free. A simple strategy is to split an atomic section at a point where the intermediate abstract state fulfills the invariants and to check that the new program is still race-free. More evolved and powerful strategies imply the reordering of the statements based on a data-flow analysis. Also as a future work is the question of a suitable and effective widening operator to deal with recursion inside atomic sections. Finally, a key element for the practical usefulness of our framework is the research of a higher-level formalism (which fits with our analysis) for the specifications that the programmer must provide.
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Abstract. Although Prolog was designed and developed as an untyped language, there have been numerous attempts at proposing type systems suitable for it. The goal of research in this area has been to make Prolog programming easier and less error-prone not only for novice users, but for the experienced programmer as well. Despite the fact that many of the proposed systems have deep theoretical foundations that add types to Prolog, most Prolog vendors are still unwilling to include any of them in their compiler’s releases. Hence standard Prolog remains an untyped language. Our work can be understood as a step towards typed Prolog. We propose an extension to one of the most extensively studied type systems proposed for Prolog, the Mycroft-O’Keefe type system [1], and present an implementation in XSB-Prolog. The resulting type system can be characterized as a Gradual type system [2], where the user begins with a completely untyped version of his program, and incrementally obtains information about the possible types of the predicates he defines from the system itself, until type signatures are found for all the predicates.

1 Introduction

Since the seminal work of Mycroft and O’Keefe [1] in introducing a polymorphic type system for Prolog, there has been vast research on the area. Some approaches extend or reconstruct their type system [3], while others take different paths for introducing types in logic programs [4,5,6].

The common denominator, however, is that they are about theoretically defining and constructing a type system for Logic Programming. Although some early Prolog implementations contained type checking mechanisms based on the Mycroft-O’Keefe type system (e.g. the DEC-10 compiler), most modern systems keep Prolog as an untyped language. Mercury, and Visual-Prolog are the exceptions which have become famous for the type-checking abilities they offer.
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1 With the exception of [3], where an actual implementation is described
2 As we will discuss later, an implementation for the Mycroft-O’Keefe type system was developed with the intention of being distributed with SWI-Prolog and YAP
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to programmers; however, this comes with the price of strong typing and fewer primitive types than Prolog actually assumes in programs in these languages.

As discussed in [1], the main purpose of developing a polymorphic type system for Prolog is to provide the programmer with another tool to make programming easier and less error-prone. We consider this work as a step in that direction; our goal is to build a working type system which will enable programmers to write correct Prolog programs more easily than before. The challenge is to combine various aspects of the approaches introduced in the literature to implement a robust type inference system for XSB Prolog [7], using its tabled engine’s capabilities. Our type checking and inference mechanism will offer users two modes of operation; firstly, they will be able to type-check their program, if they provide a type signature for every predicate they define. Secondly, if some (or all) predicate type signatures are missing, the type inference engine will automatically infer them and present them to the user. If the user indicates that he is satisfied with the type inference engine’s suggestions, then these types will be considered by the system as if they were declared. This process will be conducted incrementally, gradually; the user will start with a completely untyped (or partially typed) version of his program, and type inference will gradually give more information about what the types of the defined predicates may be. The user can stop the process at any point; even if some of the predicates remain with no types declared, the system guarantees that the typed predicates will never be used with arguments of the wrong type. This kind of type system, called Gradual Type System was introduced in [2].

2 Background and related work

The first work introducing some kind of type checking and inference in Prolog was Mycroft and O’Keefe’s Polymorphic type system, [1]. It is based on the seminal work by Robin Milner, [8], who created a polymorphic type system for the ML family of functional programming languages, and first introduced the notion of “Well-typedness”. In the Mycroft-O’Keefe type system, type signatures are provided by the user for each defined predicate, and the type checker’s task is to verify that each use of a predicate respects the signature declaration. The only notion of inference in this type system is with Variables: when a predicate p(X,Y) is type-checked against its signature, a type is inferred for both X and Y. Also, it allows for polymorphism; arguments of predicates and terms can be of any type, denoted by a type variable. Finally, it allows users to define their own type constructors.

Example 1. The type constructor for lists is

```prolog
:- type list(A) ---> []; [A|list(A)].
```

The declaration :- type is built-in, and it tells the system that a type constructor declaration for the type list(A) follows after --->. A is a type variable, so any possible type can be used in its place. In this case, the recursively defined datatype list(A) has two constructors: either [] for the empty list, or [A|list(A)] for
non-empty lists. As we can see from the second constructor, this definition ensures that a list may contain only elements of the same type, since the only way to produce the type list(A) from a non-empty list is if the list’s first argument is of type A, and the rest of the list is of type list(A).

Mycroft and O’Keefe introduce the notion of “Well-typedness”, which has the same meaning as in the Hindley-Milner type system: “Well-typed programs can’t go wrong”. In the context of Prolog, this means that in any execution of the program, no predicate will be called with arguments that don’t respect the type signature declared by the user. The following example illustrates the operations described above:

**Example 2.** The user declares a type for the well-known append/3 predicate, as

```
:- pred append(list(A),list(A),list(A)).
```

This means that append/3 has 3 arguments, and each has the same type, namely list(A), so each argument can be a list of anything, as long as all 3 arguments have the same type. For the following definition of append/3,

```
append([],L,L).
append([X|L1],L2,[X|L3]) :- append(L1,L2,L3).
```

each clause of append/3 will be type-checked against the given signature. Notice that each clause respects the declared signature, and so append/3 is well-typed. Finally, if the clause, `p(X,Y,Z) :- ... , append(X,Y,Z), ...`, appears in the program, then types for X, Y and Z are inferred according to append/3’s signature (and all are list(A), for some A).

Schrijvers et al. [3] recently developed an implementation of the Mycroft-O’Keefe type system. Their aim was to gradually introduce types in Prolog using a type-checking library that was intended to be shipped with two of the most popular Prolog implementations, SWI-Prolog and YAP. This type checking library makes it easy to interface typed and untyped code, by performing runtime checks when predicates with declared types are called from the bodies of predicates with no types declared. This guarantees that each typed predicate will always be called with values of the correct type. If no types are declared, no type-checking (at compile-time or at run-time) is performed, and the program’s execution proceeds as usual. This “on demand” use of the type system makes the migration from untyped to typed Prolog easier. However, we need to make a distinction between the meaning of the term gradually in their approach, as opposed to ours. The goal of [3] was to change the perception that programmers have of Prolog, and drive them towards thinking about Prolog as a typed language. Thus, before writing a Prolog program, their type system enables users to think first about the type signature each predicate in the program must have in order for it to behave as the programmer envisions. This change of perception of Prolog as a typed language is meant to be done gradually with the help of their type system; in this approach, the term gradually corresponds to the time needed to change this view in the programmers’ minds. On the other hand, we do not wish to change the
way programmers see Prolog and write their programs. Our work is meant to help
the programmer better understand a program, and reason more accurately about
it (why it fails, in which cases etc.). The information presented by our system to
the user will be given gradually, incrementally for each particular program, so
in our approach, gradually corresponds to the process of inferring information
about the types of the predicates used in each program.

A rather different approach was introduced by Barbuti and Giacobazzi [5].
The authors employ a fixed-point, bottom-up, abstract interpretation technique
in order to infer types for Horn-Clause programs. Type declarations for predicates
and constructors are very similar to the Mycroft-O’Keefe type system [1], but
in [5], the system can infer types for predicates while not depending on a type
signature provided by the user. For example, the type of append/3 can be inferred
only by its definition and the definition of the list(A) constructor, as given
above.

By allowing type union in the domain of types, this type inference scheme
makes it possible to capture the type of hetetogenous data structures. The
example given in [5] is one of lists containing elements of two possible types;
natural numbers and characters. This is a quite useful feature for a type system
for Prolog, since programmers often use the flexibility given to them by the
language itself to define metapredicates over data structures of unknown (at
compile time) types. A common example is the unify metapredicate, = ... . Its first
argument is always a term, but its second argument is a list containing the name
of the term and the term’s arguments. The importance of this kind of extension
to the Mycroft-O’Keefe type system is quite significant, since it makes assigning
types to metapredicates like unify/2 more natural, as opposed to the approach
taken in [1] where new kinds of type constructors were defined for this purpose.

The term “gradual” characterizes type systems that mix static with dynamic
type checking in order to combine the benefits of both in a single framework, and
was introduced in [2]. In a gradual type system, the user has control over which
portions of the program he wishes to statically type check, by adding appropriate
explicit type annotations, and the rest of the program gets dynamically type
checked. Type inference in a gradual type system was first introduced in [9] for
an extension of simply typed lambda calculus. A unification-based algorithm
was employed for type inference, which consists of generating certain constraints
and then solving them in order to get a valid typing for the program. An
implementation of this type system for the extended simply typed lambda
calculus was written in Isabelle [5].

This approach was taken one step further in [10], where the authors extended
the techniques described in [2] in order to build a gradual type system for
ActionScript [11]. Their main motivation was to use type inference to enhance
the performance of existing gradually typed programs by determining (at compile
time) sets of explicit casts that were unnecessary, thus reducing the necessity for
runtime type checking.

---

5 http://www.cl.cam.ac.uk/research/hvg/Isabelle/
Finally, the vision we have about gradually adding types to Prolog programs is in many aspects similar to the work of Sagonas and Luna [12]. They employ Dialyzer, which is a static analysis tool for Erlang, in order to uncover type mismatches between function type signatures that users have declared while developing their code and the type in each use of such functions. Fixing this kind of warnings thrown by Dialyzer in a semi-automatic way allowed them to catch programming errors and better document the intended use of functions.

3 Extending the Mycroft-O’Keefe Type System

As noted in section 1, the Mycroft-O’Keefe type system [1] allows for the kind of polymorphism where arguments of predicates and terms can be of any type, denoted by type variables. So, the only information we can get from a type signature is a restriction on the kind of types that each argument can take. As seen in example 1, the type constructor for lists is

\[- \text{type list} (A) \rightarrow [] ; [A|\text{list}(A)].\]

The only information we get from this type constructor is that lists may only contain elements of the same type, hence restricting the type system to accept only monomorphic lists. However, this is not standard Prolog behavior. As a matter of fact, we can have lists with elements of any possible type in Prolog. For example, \([a,f(X),[42],g(h(Z))]\) is a valid list. In order to keep the behavior of Prolog flexible, but still be able to reason about the possible dependencies between the types of elements of a list for example, we propose the addition of a (fixed by the system) classification, or subtyping between the primitive types.

Example 3. Let’s consider a predicate add/3, which takes two numbers as its two first arguments, and binds its third to their sum. We would like our predicate to be able to add both integers and floats, so there are 4 different possible signatures for add/3:

\[- \text{pred add}(\text{integer},\text{integer},\text{integer}).\]
\[- \text{pred add}(\text{integer},\text{float},\text{float}).\]
\[- \text{pred add}(\text{float},\text{integer},\text{float}).\]
\[- \text{pred add}(\text{float},\text{float},\text{float}).\]

Instead of having these 4 different signatures for add/3, we define a new type, number, which denotes that elements of that type can be either integers or floats, so number := integer ∪ float. The new signature for add/3 is

\[- \text{pred add}(\text{number},\text{number},\text{number}).\]

This signature is a generalization of the 4 signatures given above. The semantics is the straightforward given by our intuition; each argument is of type number, so each can be either an integer or a float.

We can consider integer and float to be subtypes of number, so from now on, whenever number is used, both integer and float can be also used. A graphical representation of our subtyping relation so far can be found in figure 1.
Apart from the basic integer and float types, in the implementation of the Mycroft-O'Keefe type system described in [3], the atom type is also introduced. Its purpose is to type-check predicates, the arguments of which are Prolog atoms, but not integers or floats. In our approach, we have the atom type for the same reason as well, but we also introduce a new type, called atomic, in order to handle the relationships between the atom, integer, float and number types. The following example illuminates this point:

Example 4. Let’s consider a predicate \texttt{bytes/2}, which will take as first argument either a Prolog atom or a number, and bind the second argument to the number of bytes that will be needed to represent the former in a 32-bit architecture. Instead of having the following two distinct type signatures for \texttt{bytes/2},

\begin{verbatim}
:- pred bytes(atom,integer).
:- pred bytes(number,integer).
\end{verbatim}

we can use atomic to give only one signature which will capture the same information:

\begin{verbatim}
:- pred add(atomic,integer).
\end{verbatim}

The first argument is of the atomic type, which means that it can be either an integer, a float or a atom, so atomic := integer \cup float \cup atom.

A graphical representation of our subtyping relation involving the integer, float, atom, number and atomic types is shown in figure 2.

![Fig. 1. Types number, integer, float](image1)

![Fig. 2. Types atomic, atom, number, integer, float](image2)

In the previous paragraphs we explained how our extensions to the Mycroft-O'Keefe type system are used to assign types to predicates for which we have enough information to do so. But what about untyped predicates, or constructors for which we have no type information? In such cases, we want our type system to assign to the entire term or constructor a general type, which in essence
means that we want to treat it as a whole, instead of giving types to each of its arguments. We call this type struct, and we will assign it to any term or constructor for which there is no information about its type.

Example 5. Our next example involves a lookup/3 predicate; it takes as arguments an environment, which is represented as a list of var = value pairs (where var is an atom and value an integer) and the name of a var, and returns the respective value. If the only type constructor available is the one of lists (1), then the most specific type we can give to lookup/3 would be

```prolog
:- pred lookup(list(struct),atom,integer).
```

Performing type inference on the definition of lookup/3 would yield this type, if the only available type constructor was the one of lists. However, this is not what the programmer had in his mind as the intended type of lookup/3. It’s conceivable that he wanted to declare a type constructor for “pairs”, as

```prolog
:- type pair(A,B) ---> A (=) B.
```

Then, the type of lookup/3 would be

```prolog
:- pred lookup(list(pair(atom,integer)),atom,integer).
```

Having the struct type available makes it easier for the programmer to catch errors in cases where special constructors are used in programs. When a type struct is inferred for some argument of a predicate, it can be understood as if it is telling the programmer that maybe a user-defined type constructor should be used there, which will in the end make more sense.

In order to interface the relationship between our newly defined struct type with the ones defined in the previous paragraphs, we need a new type, which will act as a supertype of all of them. We will use the top (⊤) type for this purpose, which is declared in type signatures as a type variable. With respect to figure 2, struct would be a subtype of ⊤ and a supertype of ⊥ with no direct arrows to the other types.

4 Type Inference

Types for various predicates are not always known to the programmer. This is especially true when importing predicates from modules, or even when using pieces of code from various other sources. Thus, a critical capability that our type system should have is to (try to) infer the types of those predicates for which there is so far no information. In this section, we describe our approach to implementing type inference for Prolog programs.

We take the approach described in [5] one step further by using a tabled Prolog engine for the evaluation. In order to get an answer for a call, the tabled engine has to either retrieve an answer from the global table if it exists, or get an
answer for each goal that appears in the body of each clause\textsuperscript{6} that unifies with the original goal. The idea for our implementation is to treat Prolog variables as type variables, so the same evaluation scheme applies to our approach as well; in order to get a type for a particular predicate, we have to find the type of each predicate in the body of the clauses that define it, or just get the type from the global table. The only difference is that instead of unifying a variable with its value\textsuperscript{(type)}, we accumulate variable-type pairs in an environment, and do the binding in the end.

In essence, all the possible values that a variable can take are abstracted by the intersection of the possible types each has, so in the end we will get the most specific type that can be inferred for a predicate. This may seem rather illogical at first, since when two answers are produced for a predicate, we keep the most general one. The reason is that when trying to find answers for goals in Prolog, we don’t care which clause of the goal will make the answer found true, as long as there is one that does. On the other hand, in type inference, the type inferred must respect all the clauses of the predicate. We can think of this difference as the duality between union and intersection; when we want answers for a goal we are looking for the union of answers, whereas when we want to find a type for a predicate, we want the intersection of types found.

A high-level description of the main scheme of our approach to type inference is shown in algorithm 1. Type inference for each clause is independent from other clauses, so the idea is to gather as much information as possible from each clause, combine everything together to get a new type for the head predicate, and repeat the process using the newly inferred type. This fixpoint operation is defined over the type of the head predicate, so when that stops changing between iterations, the fixpoint has been reached. One fine point of this procedure, is the way in which the intersection of types found for each clause is taken. Since the types are Prolog terms, one would think that it is enough to unify everything together, and the result would be any of the unified types. However, there is a case where at each step, simply unifying everything together will result in constructing larger and larger terms, without ever reaching the fixpoint. In order to remedy this, instead of simply unifying the types together, we use the occurs check, which prevents such cases from arising by failing unification of terms like $X = f(X)$.

Example 6. In this example, we will demonstrate how the type of \texttt{member/2} is inferred using as type information only the type declaration for lists (1).

\begin{enumerate}
\item \texttt{member(X,[X|_]).}
\item \texttt{member(X,[_|L]) :- member(X,L).}
\end{enumerate}

I1a From clause 1 we learn that the first argument should be of type $\alpha$, and the second of the type $\text{list}(\alpha)$, due to the definition of the type constructor for lists, so the first approximation for \texttt{member/2}'s type would be $\text{member}(A,\text{list}(A))$.

I1b Since iteration 1 is not yet finished, we have no information regarding the type of \texttt{member/2}, so we have to rely on the head again (as we did for iteration 1a).

\textsuperscript{6}Similarly, either by calling it, or by retrieving an answer from the global table, if one exists.
Since the two arguments share no common variables, there is not much we can learn from this second clause at this point; only that the first argument should be \( \beta \), and the second \( \text{list}(\gamma) \), so the approximation for \text{member}/2's type from the second clause is \text{member}(B, \text{list}(C))

U At this point, we need to unify with occurs check \text{member}(A, \text{list}(A)) and \text{member}(B, \text{list}(C)). The result is \text{member}(A, \text{list}(A)), and that is the approximation for \text{member}/2's type as retrieved from the first iteration of the evaluation

I2a From clause 1, having in mind the type inferred from Iteration 1, we learn exactly what we learned in iteration 1a (since there is no body in this clause)

I2b Now that we know that an approximation of the type of \text{member}/2 is \text{member}(B, \text{list}(B)), we will use that for the call to \text{member}/2 appearing in the body of the second clause. So, since the first argument should be of type \( \beta \) and the second of type \( \text{list}(\beta) \), then \( X \) and \( L \) should be connected in the same way; \( X \) should be of type \( \beta \), and \( L \) of type \( \text{list}(\beta) \). Thus, the type for \text{member}/2 from this iteration is \text{member}(B, \text{list}(B))

U Unifying with occurs check \text{member}(A, \text{list}(A)) and \text{member}(B, \text{list}(B)) will give us a new approximation for the type of \text{member}/2, which will again be \text{member}(A, \text{list}(A)). At this point, since the type inferred for \text{member}/2 has not changed, we have reached the fixed point of our evaluation, and we can return the type found in this iteration as the answer

The result of the previous example is consistent with what intuition says about the type and the operation of \text{member}/2: its second argument should be a list of things of the same type as the first argument. So when a call to \text{member}/2 is made where this connection between the arguments is not present, the call is guaranteed to fail. For example, a call to \text{member}(a, [1, 2, 3]) is guaranteed to fail, because the first argument is of type \text{atom}, whereas the second is of type \text{list}(\text{integer}). This is the kind of error that our type system is designed to catch, as also mentioned in [1] and [3].

\begin{algorithm}
\caption{Type Inference}
\begin{algorithmic}[1]
\State repeat
\State For a predicate \( H \), let \( \{H_1, \ldots, H_n\} \) be the heads of the clauses that define it
\For all \( H_i \in \{H_1, \ldots, H_n\} \) do
\State Let \( H_i : -B_i \) be the respective clause of \( H \)
\For all \( B \in B_i \) do
\State Find the type of \( B \) and accumulate variable-type bindings for the entire clause
\EndFor
\State The new type for \( H \) is the intersection of the types found for each \( H_i \)
\EndFor
\Until No change is made to the inferred type for \( H \)
\end{algorithmic}
\end{algorithm}

5 Graduality

After extending our type-checking mechanism to allow for subtyping, and introducing a type inference scheme based on the extended Mycroft-O’Keefe type
system, we are now ready to consider combining the two features in a single framework. There are various ways in which type checking can interface with type inference. An obvious one, would be to have two modes of operation, one for type inference and one for type checking, and let the user decide under which he wants to operate the system each time. This way there is no interaction between type inference and type checking, and this can make such a system hard to use and the programmer less productive.

The approach we take is to combine these two modes of operation, and let the system decide when to perform type checking, and when to infer types. We employ the idea of *graduality* for our type system, which, as described in [2], means that the resulting system provides the user with the advantages of both static and dynamic typing. More recent advantages in the area of type systems [9,10] have incorporated type inference in gradual type systems, mainly for improving performance of gradually typed programs. The reason we chose to implement a gradual type system for Prolog is not for efficiency of execution of Prolog programs, but for making Prolog programming in general easier and less error-prone while also being able to treat completely untyped programs the same way as they are currently treated by commercial compilers.

Adding types to a program using our type system is an iterative process. The user begins with a partially or completely untyped program (i.e., a program that may or may not contain type signatures for some of the predicates it defines) and type checking occurs where applicable. The type inference engine then infers types for all the untyped predicates (i.e., predicates for which type signatures have not been provided by the user), and if the user is satisfied with the inferred types, the proposed signature is considered as declared, and the whole process can run again. It’s up to the user when he wishes to halt the type checking - type inference procedure and run his program; partially well-typed programs will behave the same way as the original untyped program would behave. Following example 5, after the first run of type inference in the program, the type inferred for `lookup/3` would be `lookup(list(struct),atom,integer)`. The programmer then realizes from the presence of the `struct` type in this signature that he needs to add the type declaration for pairs, so that the information he will get from the next run of type inference would be more precise.

6 Implementation

The main idea of our implementation is that type-checking and type-inference should be performed as a pre-processing step, before the source code is compiled and loaded into memory. Since both the type-inference and type-checking engines are written in Prolog, we are using XSB as the actual preprocessor. XSB uses *XPP*\(^7\) to preprocess programs. Users can define their own pre-processors based on XPP, and invoke them as the last pre-processing step in the chain of XSB’s compiler procedure. The pre-processing procedure is depicted in figure 3.

This approach has some benefits when the implementation is to be released with a popular Prolog compiler:

- Retrieving type information about the input program, or verifying that the given type information is correct with respect to the proposed extended Mycroft-O’Keefe type system does not interfere with the program’s evaluation, so any Prolog engine can be used to evaluate the post-processed type-safe program.
- After the separate XSB process that was launched to perform type-checking and type-inference on the input program quits, all the information regarding the process is abolished, since there is no communication between the process that performs type analysis, and the process that is used to compile the program. This is particularly useful when working with modules; the module semantics defined for XSB is preserved since each module will be individually pre-processed. The only information loaded into XSB would be all that is generated by XSB when compiling the input program. Hence, the behavior of XSB gathering type information from modules $M_1$ and $M_2$, compiling and loading them will be the same as if type-checking and type-inference never occurred.

In [3], the authors describe a robust implementation for the Mycroft-O’Keefe type system, which is the basis for the implementation of our type-checking mechanism\(^8\). We retained most of the infrastructure and bookkeeping procedures, and only added the necessary pieces to implement the subtyping relation we described in a previous section.

\(^8\) The authors would like to thank Tom Schrijvers for providing us with the type-checking library.
The type-inference engine was built on top of the type-checking mechanism. Since all the information necessary to perform type-inference is already maintained by the type-checking code, building the former as an extension of the latter was the obvious choice. We needed, however, to implement the core of the type-inference engine, which is described in algorithm 1. There are two main challenges with implementing the type-inference engine: storing the inferred types of predicates so that they will be accessible anytime they may be needed, and termination; we don’t want the type inference engine to fall into infinite loops because while trying to find the type of a predicate it doesn’t learn anything from each iteration.

Tabling is an implementation technique invented mostly to solve this kind of problems in logic programs, hence tabling the core of the type inference engine automatically gives the correct behavior. Let us assume that the predicate that implements the fixpoint operation of type inference is type\_inference\_n/2, and that it is tabled. When we want to infer the type of a predicate, say foo/1, we call type\_inference\_n(foo(\_),Type). When an answer to this call is found, a record will be entered into the global table of type\_inference\_n/2, for example type\_inference\_n(foo(\_),foo(integer)). If we ever need foo/1’s type again during the inference of some other predicate’s type, calling type\_inference\_n(foo(\_),Type) will just retrieve the answer from the global table, thus the need of explicitly keeping and passing around a list of the so-far inferred types is unnecessary. Tabling also solves the termination problem. If foo/1 is defined as foo(X) :- ..., foo(Y), ..., then calling type\_inference\_n(foo(\_),Type) while evaluating the body of foo/1 with pure Prolog, we would fall into an infinite loop, because we always make the same initial call. However, when using tabled Prolog, such positive loops are terminated by failing the initial call. In such cases, instead of terminating and returning with no type for the respective predicate, we can combine the variable-type bindings that are so far accumulated and give some approximation of the predicate’s type. Fortunately, XSB’s tabling capabilities go beyond just storing answers in a global table for easy retrieval and termination of (positive) loops (known as variant tabling). Swift and Warren [13] have proposed and implemented a more sophisticated tabling method, called Answer Subsumption. If a predicate is tabled with answer subsumption, the first answer found for a call to that predicate is entered in its global table. If another answer is found, it is joined with the one that already resides in the table, and only the join of the two is kept. The join operation is user-defined, and can generally be any lattice operation. This approach is quite useful for solving problems which need aggregation, and as such we will treat type inference.

If we were to try to implement algorithm 1 with variant tabling, we would store the types found for each of the clauses of a predicate into the table, and then use findall/3 to go through them and unify them together in order to find the most specific type. There is, however, an issue with this approach. Consider the case of two mutually recursive predicates; finding the type of one, depends on finding the type for the other, and vice versa. In this case, we would have to mix calls to findall/3 with tabling, which do not work well together. Due to
the Completion operation of SLG-WAM, since findall/3 is essentially a form of negation, the computation of some calls will be delayed for a later point, so the information needed for type inference will not be available at the correct point of execution.

This problem does not occur if we decide to use answer subsumption as our tabling mechanism. As long as we use a proper join operation, the underlying engine will automatically join together answers computed for the type_inference_n/2 predicate, and only keep the joined version in the table. When a new type is found, it will be joined with the previous entry in the table, and we will have the newest (and possibly more refined) type available. A high-level description of the implementation of type_inference_n/2 can be found in figure 2 (lines 2-3 for clause 1, and lines 4-9 for clause 2).

The final point we need to make is about the join operation we use. The first and obvious choice would be to use unification as the join operation. We previously mentioned that we need to link together type variables with Prolog variables. As a matter of fact, they correspond to each other throughout the type inference process we just described. The only place where type variables and Prolog (logic) variables have different semantics and hence work differently, is when joining two types together. The explanation is similar to the difference between union and intersection of answers we mentioned previously. When two answers, p(X) and p(a), are computed for a predicate p/1 using unification as the join operation, the second is subsumed by the first, so the only one kept in the table is p(X). However, if the argument of p/1 corresponds to its type, p(X) would be the wrong answer, since we need the most specific type. Hence, the correct answer would be p(a). The solution to this issue is a rather simple one, even if it may seem illogical at first. The only thing we need to do is keep ground terms in the table, and unground them only when unification is necessary outside the join operation. This is easily done with the built-in numbervars/3 and unnumbervars/3 predicates. A description of the join operation can be found in figure 3. The top-level predicate type_inference/2 called from the pre-processor just calls type_inference_n/2 and unnumbervars/3.

<table>
<thead>
<tr>
<th>Algorithm 2 type_inference_n/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: type_inference_n(Pred,Type) :- {Clause 1} {Let Pred be the predicate which we want to infer the type for and Type be the type inferred for Pred}</td>
</tr>
<tr>
<td>2: Create a copy of Pred with fresh variables, namely Type</td>
</tr>
<tr>
<td>3: Ground Type with numbervars/3</td>
</tr>
<tr>
<td>4: Create a copy of Pred with fresh variables, namely Pred1 {Clause 2}</td>
</tr>
<tr>
<td>5: Find a clause with Pred1 in the head and body Body</td>
</tr>
<tr>
<td>6: Get the environment Env consisting of variable-type pairs from Body</td>
</tr>
<tr>
<td>7: From Env compute a type for Pred1, namely Type1</td>
</tr>
<tr>
<td>8: Create a copy of Type1 with fresh variables, namely Type</td>
</tr>
<tr>
<td>9: Ground Type with numbervars/3</td>
</tr>
</tbody>
</table>

An important feature of our type system is that no new syntax is introduced, thus type information can be computed for any pure Prolog program. Our
Algorithm 3 The join operation type unify/3

1: type unify n(XX,YY,Y1) :- {Let XX be the type that already resides in the table, 
YY the type just computed, and Y1 the join}
2: Create copies of XX and YY with fresh variables, namely X and Y
3: Unground X and Y with unnumbervars/3, creating respectively X1 and Y1
4: Unify X1 with Y1
5: Ground Y1 with numbervars/3

approach can be characterized as a graceful attempt to assign types to Prolog 
programs, since type inference can only be invoked by users on demand. In order 
to benefit from the advantages of type information, the user just adds the :- 
compiler_options([xpp_on(typecheck)]) flag in his program.

We have tested our code on various frequently used XSB modules, and 
the results are shown in table 1. In all cases type inference was completed 
instantaneously. A signature was inferred for every predicate defined in these 
modules, and in all cases it was at most as specific as the user intended, with 
the exception of assoc_xsb.P. The reason is that one of the clauses that defines 
is_assoc/4 does not respect the type signature that the coders had in mind; the 
first argument should be of the user-defined type assoc:

```prolog
:- type assoc ---> t ; t(any,any,any,assoc,assoc).
```

whereas in one of the clauses it is defined, the - atom is used instead, which 
creates a mismatch between the two types. As a matter of fact, that particular 
clause would never succeed (the last call in its body is to fail), so that was a 
programming error caught by our type inference system! We then realized that 
- was used in other places as well, to capture empty pairs, which are otherwise 
represented by the signature :- type pair(A,B) ---> A - B., so when we 
added the - as a valid type constructor for pair, we got more specific results.

<table>
<thead>
<tr>
<th>Name</th>
<th>LOC</th>
<th># Def</th>
<th># Inf</th>
</tr>
</thead>
<tbody>
<tr>
<td>lib/pairlist.P</td>
<td>125</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>lib/lists.P</td>
<td>515</td>
<td>59</td>
<td>59</td>
</tr>
<tr>
<td>lib/ugraphs.P</td>
<td>850</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>lib/assoc_xsb.P</td>
<td>566</td>
<td>49</td>
<td>48</td>
</tr>
<tr>
<td>lib/ordsets.P</td>
<td>422</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>examples/tree1k.P</td>
<td>2046</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Experimental results for various XSB modules

7 Conclusion and Future Work

In this paper, we described an extension that adds sybtyping capabilities to 
the Mycroft-O'Keefe type system and its implementation. We believe that the 
extended Mycroft-O’Keefe type system is closer to Prolog’s natural behavior. 
Our implementation of the type checking and type inference mechanisms as a 
preprocessor makes the use of the type system easier and more appealing to the 
user, while preserving XSB’s modules semantics.
However, there is significant work left to be done before claiming that we have developed a type system that follows Prolog’s natural behavior completely. A particular issue that needs to be addressed is the one of handling type signatures imported from different XSB modules. Currently, declarations stating which predicates are exported from and imported in each module are stored in the corresponding .H files. These seem like a good choice to also store type signatures for predicates defined in modules. When a user imports a predicate from a module, the respective type signature will be considered by the system as declared.

One promising direction for future work seems to be the one of dependent types, where types are indexed by values of other types. Also, the addition of a user-defined subtyping relation may be helpful especially in programs implementing classifications and ontologies. Finally, due to space limitations, we have not discussed how the type system we developed can be used to type meta-predicates; we will refer to this specific aspect in a future paper.
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Abstract. Today's applications are typically programmed in multiple languages, using SQL to access databases, JavaScript to make the (web-based) user interface interactive, etc. Prolog can cooperate with this orchestra using two views: as a logic server component or as 'glue'. In this article we concentrate on the 'glue' view, which implies that we must be able to 'talk' the language of other components. In one scenario, code snippets, such as SQL queries or HTML output, are embedded as strings in the Prolog program. Using strings however is slow and creates insecure programs that are hard to debug. Alternatively, one can use Prolog terms to represent foreign 'objects'. This latter approach has been in use for a long while in the Prolog community. In this article, we give an overview of the design choices that are available and discuss their consequences based on our experience.

1 Introduction

A modern (Prolog) application often has to interact with the external world and this interaction is increasing based on the exchange of messages with other languages. The oldest and most known example is SQL. To query a relational database we construct the text for an SQL query from a skeleton and additional (parameter) information. This SQL query is sent to the database and the result is translated into Prolog terms using, for example, an ODBC wrapper. Other examples are (a) web-based applications generating HTML and Javascript, (b) generating graphical representations of a graph by creating a description thereof in the dot language, using graphviz [3] to render this and (c) interfacing to the R language for statistical operations.

In many languages such tasks are performed by creating strings, often concatenated from smaller building blocks or using printf() like skeletons where details are filled from runtime parameters. For example, we can use the C code below to create an SQL query to find all persons that live in a given city.

```c
sprintf(cmd, "SELECT * FROM Persons\n" "WHERE City='"%s"', city);"
This approach is problematic. It is at the heart of what is commonly referred to as SQL injection. Such an injection is established by exploiting syntax features such as quoting rules of the target language. For example, we can use the value "xxx’ OR City LIKE ’*" for city, getting results for all cities rather than just a single city. Another disadvantage of this approach is that creating, but especially parsing textual expressions is a costly process in terms of CPU usage. Both misinterpretation and the CPU overhead can be avoided if the target language provides a structured alternative to the textual interface (e.g., a binding to the C language). Finally, using strings that express messages in another language often leads to inelegant, hard to maintain programs that do not take advantage of the flexibility of Prolog’s data representation.

Nevertheless, the text-based approach is popular for at least two reasons. First, it is easy to understand, especially for novices and second, it is more immediate and straightforward to implement at the start. It is often the case that such integrations are born by the necessity of specific projects, that want the job done in the minimum of time. There is rarely an interest within specific projects to create general, easy to use and secure interfaces.

Prolog is rather poor in embedding long strings (section 8), but it allows for creating a shadow ‘DOM structure’ naturally and concisely and this structure can elegantly be serialized using DCGs or translated into a series of low-level calls to the API of a target language. Using this approach, injection attempts are prevented by a correct translation from the shadow DOM to the target language. Obviously, any OO language also allows building a shadow DOM structure, but this requires a verbose mess of ‘new’ and constructors. Even popular server platforms such as Java Server Pages (JSP) do not take this route.

The described examples have been published elsewhere. The contribution of this article is that it provides an overview of what we consider the main design options and it contains suggestions on how the Prolog syntax could be extended to accommodate a wider range of languages.

In the remainder of this article, we will describe a number of examples and our experience with these. In section 8 we summarise the relevant dimensions to consider when developing a Prolog interface to an external language.

## 2 SQL

Connecting Prolog to relational databases using SQL is extensively studied. Many Prolog systems contain a low-level database interface that allows for executing an SQL query represented as text and receive the results as a Prolog term, usually row-by-row on backtracking. This interface makes the complete power of SQL available to Prolog, together with the disadvantages of text-based interaction described in the introduction. Some interfaces, e.g., SWI-Prolog’s `odbc_prepare/5` allow for prepared statements.

3 The term ‘DOM structure’ is precise for HTML/XML documents. Here, we use it in a more abstract sense. ‘AST’ (Abstract Syntax Tree) may be more appropriate for some of the target languages.

Prepared statements are executed using their handle and parameters, avoiding SQL injections.

Christophe Draxler [2] designed a still widely used high-level interface to access relational databases. The core idea is to relate database tables to predicates. Next, a normal Prolog body-term created from these predicates and a subset of normal Prolog goals is translated into an SQL query. The advantage of this is that the Prolog programmer does not even have to know SQL to pose complex queries to the relational database. The disadvantage is that not all SQL features can be expressed in this language, for example it is not possible to create a new table through this interface. Also, Prolog’s approach to access tuples by argument position is problematic for accessing tables with many columns.

An alternative approach is NED [5], where the users use Prolog terms as an abstract representation of a query, where the expressivity is tailored to fit context-specific requirements. The disadvantage of this type of approach is that it introduces a complete new language that needs to be documented and studied in detail, both for Prolog and database experts.

3 HTML

HTML (or XML or SGML) is a markup language rather than a programming language, i.e., it cannot be executed. HTML documents are a frequently used component in web-based applications. Although HTML itself is not executed and therefore the security consequences of invalid HTML may seem less severe than invalid SQL, HTML can embed executable ‘script’ elements that does turn it into a security risk. I.e., embedding uncontrolled text in HTML can inject code into the page that is executed by the browser.

One of the early implementations for processing HTML documents as Prolog terms is Ciao’s PiLLow [4] library. SWI-Prolog’s HTML generation library [10] is related, but exploits DCGs that allows the user to define components that can be reused in different HTML pages.

Dealing with these markup languages using Prolog terms works well because the underlying document model is a tree where each node is either plain text or is a node with an element name (e.g., span, div, h1), a set of attributes and an ordered list of child nodes. Although the concrete HTML syntax (e.g., <span class="c1">Hello World</span>) cannot be turned into valid Prolog, the underlying datamodel can easily be expressed and the translation is so simple that it can be remembered easily by the user.

There are two fundamentally different approaches here. One is to represent a document as a Prolog term, e.g., element(span, [class=c1], ['Hello World']) and the other is to represent a document as a logic program, a set of clauses that represent the logical structure of the document. Roger Price describes four variations of the latter approach in [6]. This is a general tradeoff in representing data in Prolog, where terms are typically more suitable for volatile datastructures used within computations and programs can be considered a rule based representation of the world.
4 JavaScript and JSON

In addition to HTML, web applications often have to emit JavaScript. Larger and static pieces of JavaScript should probably be written in a separate JavaScript source file and be included using the HTML `<script>` element. Small code, such as code that initialises JavaScript objects based on the current document context, should be maintained together with the (Prolog) code that generates the web page. This implies we need a solution to embed JavaScript source code into Prolog.

If we could limit the JavaScript to calls with simple parameters, this is quite feasible and comparable to the Java, R and XPCE interfaces described in later sections of this article. Structured objects can be exchanged as JSON. JSON is a simple serialisation syntax for structured objects. Its syntax is valid Prolog, but using this syntax has some drawbacks. All keys and string values are written using double quotes (e.g., "name": "Joe"), where atoms result in a much more compact representation. If we change this, using atoms for keys and string values, JSON constants such as `null` and `true` become ambiguous. JSON support is part of the SWI-Prolog HTTP library and consists of two layers. First, we define a Prolog representation for a JSON objects using the following rules:

- A JSON object is mapped to a term `json(NameValueList)`, where `NameValueList` is a list of Name=Value. Name is an atom created from the JSON string.
- A JSON array is mapped to a Prolog list of JSON values.
- A JSON string is mapped to a Prolog atom.
- A JSON number is mapped to a Prolog number.
- The JSON constants true and false are mapped –like JPL, see section 6– to @/(true) and @/(false).
- The JSON constant null is mapped to the Prolog term @/(null)

Here is a complete example in JSON and its corresponding Prolog term:

```json
{
  "name":"Demo term",
  "created": {
    "day":null,
    "month":"December",
    "year":2007
  },
  "confirmed":true,
  "members":[1,2,3]
}
```

5 http://www.json.org/
The predicates `atom_json_term/3`, `json_read/3` and `json_write/3` can be used to (de)serialise Prolog JSON terms. The second layer allows for defining a mapping between JSON terms and more commonly used Prolog representations. For example, a Prolog programmer would typically represent a point in a two-dimensional space using a term `point(5,10)`. The typical JSON representation is `{"x":5,"y":10}`, possibly extended with a "type":"point" property. The `json_convert` library can convert between these two representations based on a declaration like this:

```
:- json_object
    point(x:integer, y:integer).
```

JavaScript allows for lambda functions, and these are commonly used to customise objects defined in reusable libraries. A common feature is to register event hooks as lambda functions with more abstract classes. Lambda functions are specified in the full C-style syntax of JavaScript, while at their role in the program commonly asks them to be specified from Prolog where the details (constants) depend on the application context.

Many aspects of this language are currently invalid in Prolog, in particular consider functions without arguments (e.g., `myfunction()`). The relation between function head and body (`function(x, y) { ... }`), array subscripts and the `⟨object⟩.⟨method⟩` notation. Even if such as mapping is feasible, we are unsure of its value considering our experience with expressing imperative code using Prolog syntax in section 5. Possibly the problem is less severe here because the JavaScript code executes in another agent (typically a web browser).

An alternative approach suggested in private conversation by Maarten van den Dunen is to use Prolog directly, using JScriptLog [http://jlogic.sourceforge.net/](http://jlogic.sourceforge.net/) to execute code in the JavaScript environment. This solves the syntax issues, but the user must be aware that the other Prolog code executes on a different engine, seeing a different set of predicates, including a different set of built-in features.

## 5 XPCE

Although not widely known we introduce XPCE, SWI-Prolog's graphics subsystem, as an example of a wider class of language interface challenges. XPCE ([9], reworked version in [8]), is an object oriented system, that allows objects to be manipulated from Prolog through four basic predicates:
new(-Reference, +Class(+Arg, ...))
send(+Reference, +Method(+Arg, ...))
get(+Reference, +Method(+Arg, ...), -Result)
free(+Reference)

In these predicates, Reference is a term @/1 that identifies an XPCE object and Arg is a reference, number, atom, term Class(+Arg, ...) or new(Class). The latter is needed to create an instance from a class without arguments because Class() is not valid syntax.

The above predicates allow for manipulating objects. XPCE can, similarly to JavaScript, store executable code into object properties. Being designed for use with Prolog, executable code is expressed as objects and thus can be manipulated from Prolog using the same interface. Code objects include conjunction, disjunction, negation, arithmetic, higher order operations on collections, etc. Below is a simple example of a button that colours a box when clicked. Note that the outer ‘message’ refers to a property (method) of class button and the inner ‘message’ to a class name.

```
... 
new(B, button('Click for red box')), 
send(B, message(message(Box, colour, colour(red)))),
...
```

XPCE takes the integration one step further by supporting subclassing of XPCE classes from Prolog. To do this, we use a Prolog syntax to describe a new subclass and its methods. The method body can use the full power of Prolog, although it is executed as once/1. A class definition is compiled into an XPCE class with proxy methods that call the Prolog implementations of the methods.

XPCE is a special case because the language was designed for the way it is embedded in Prolog. Notably, XPCE does not have a concrete syntax and can only be ‘programmed’ by managing objects using the four principal interaction functions.

XPCE/Prolog is a powerful framework for building applications, but it has a steep learning curve. In part, this is unavoidable due to the sheer size of graphical libraries. Other parts of the complexity are caused by the fact that you have two ways to store data: the Prolog way and in XPCE objects. Each can be manipulated through a language. Both languages are expressed in the same syntax, but their different semantics is confusing to programmers.

6 Java (JPL)

JPL, developed by Paul Singleton, uses an approach to access Java from Prolog that is similar to XPCE. Java is disclosed through the JNI interface, providing Prolog with means to create Java data structures. Next, the interface uses the Java reflection API to
invoke methods on Java objects by name. This can be compared to the four principal predicates of XPCE.

There are a large number of implementations that provide access to Java from Prolog. These use three ways to access Java: (1) JNI based, (2) network based (e.g., InterProlog\(^8\)) or (3) Prolog (and its builtin predicates) are written in Java. The implementations we know use the Java reflection interface to access methods in Java.

Extending Java from Prolog by creating Java classes and methods is not provided by JPL. In theory, the class-extension mechanism used with XPCE/Prolog can be implemented by generating, compiling and loading Java code that implements the required proxy classes. This would allow Prolog programmers to extend Java class libraries without much knowledge of Java. Given that Java has a widely known syntax, it is doubtful that many people would like to create Java classes using Prolog syntax. Creating Java (proxy) classes from Prolog, where the methods are executed in Prolog may provide a promising alternative for making Prolog available from Java.

7 R

The R language for statistical computing provides a rich computational framework, a programming language with a functional flavour and library of primitives for graphics, mostly diagrams. The r..eal [1] Prolog to R [7] interface went through two iterations. The first realisation used R as a slave process with pure textual exchange of results. The second generation interface, r..eal, uses, like JPL and XPCE, a native interface. The system supports three basic interactions on the $<-$ operator, as illustrated in the session below:

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ?- [library(real)].</td>
<td></td>
</tr>
<tr>
<td>true.</td>
<td></td>
</tr>
<tr>
<td>2 ?- a &lt;- [1,2,3].</td>
<td></td>
</tr>
<tr>
<td>true.</td>
<td></td>
</tr>
<tr>
<td>3 ?- &lt;- a.</td>
<td>[1] 1 2 3</td>
</tr>
<tr>
<td>true.</td>
<td></td>
</tr>
<tr>
<td>4 ?- A &lt;- a.</td>
<td></td>
</tr>
<tr>
<td>A = [1, 2, 3].</td>
<td></td>
</tr>
</tbody>
</table>

The first line assigns a Prolog list as a vector to an R variable. The second prints the result of an R expression and the last converts the result of an R expression into a Prolog term. The interface describes a mapping between R and Prolog terms. Vectors are mapped to flat lists, matrices to singly nested lists, R’s named list to Prolog pair lists and function calls to term structures. Communication of large data structures is facilitated via an efficient low level interface based on the C language interface of the two systems. Calls to R functions result in translation of the Prolog term into a string that is evaluated by R.

\(^8\) [http://www.declarativa.com/interprolog/](http://www.declarativa.com/interprolog/)
Unlike with JavaScript, mapping from Prolog terms to R expressions works well due to the simple uniform functional syntax of R. The result is a powerful interface. However, it suffers from several issues, some fundamental and some less so:

- While primitive Prolog data is converted through the R interface to C, arbitrary terms are processed as text. This results in very different performance results. Consider the code below. In the first call we convert a Prolog list to an R array (no text involved) and in the second, we create a complete textual representation ("mean(c(1,2...,100000))")

```
1 ?- numlist(1,100000,L), time((a<-L, M<-mean(a))).
% 60 inferences, 0.006 CPU ...
L = [1, 2, 3, 4, 5, 6, 7, 8, 9|...],
M = 50000.5.
```

```
2 ?- numlist(1,100000,L), time((M<-mean(L))).
% 2,088,940 inferences, 1.129 CPU ...
L = [1, 2, 3, 4, 5, 6, 7, 8, 9|...],
M = 50000.5.
```

- R variables are global and can be destructively assigned to. While this provides the -often wanted- global variables to the Prolog/R infrastructure, it can be confusing the Prolog programmers.

- The syntax mapping requires some tweaks to avoid ambiguity. These include the use of dot character in names and the empty argument list notation. The interface circumvents these by adding a '.' in both cases. Thus `var.name` becomes `var..name` and `foo()` translates to `foo(.)`. The integration would be enhanced if the original code can be handled from within Prolog. Another difficulty arises from the syntax commonly used in many languages for accessing arrays. `a[i,j]` is invalid in Prolog. R..eal uses a caret operator to legalise the syntax, for example "aˆ[i,j]".

8 Criteria for designing an interface

Above, we discussed several examples that make external languages accessible from Prolog. Although we cannot claim that the presented solutions are the best possible, all these systems have gone through multiple iterations to reach at their current design.

All the described interfaces represent ‘objects’ of the target language using Prolog terms. In part, this may be influenced by Prolog’s poor abilities to represent text, which is limited by the following:

- Lack of a long string (as, for example, Python’s ""..."" syntax). This makes it hard embed strings that require quotes in a Prolog text. Note that the ISO Prolog standard allows both for doubling quotes to escape them and the backslash notation, which complicates the introduction of long strings.

- Complicated multi-line string syntax. Line-breaks need to be escaped with a backslash and the next line must start at the left margin to avoid additional white-space in the output.
– No simple concatenation syntax, neither between constant string fragments nor with number and other constructs.
– Representing text as atoms is limited by atom-length in many implementations. Representing text as strings wastes space on most implementations.

8.1 Choosing a Prolog syntax for the target language

We distinguish several options for representing the target language in Prolog:

– If the target language is (almost) valid Prolog syntax, using Prolog syntax that is either equivalent to the target language or introduces only small easy to understand systematic transformations, is an attractive option. This approach is easy to learn and does not require extensive documentation. The r..eal interface described in section 7 is an example. Additional operator declarations can help bridging the gap. Commonly encountered problematic syntax features are the empty parameter list, represented as "()", array subscripts (e.g., a [1]), uppercase identifiers, distinguishing quoted strings from symbols (JSON) and the dot (.) being used in identifiers or to separate methods from objects.
– In some cases, the syntax is complicated, but the datamodel is simple and can easily be represented in Prolog. The discussed markup languages (section 3) form a good example.
– In some cases, we can represent a fair deal of the intended semantics using our familiar Prolog language and compile Prolog to the target language. This is the case for the SQL interface by Christophe Draxler [2] (see section 2). His SQL mapping results in a uniform syntax and semantics at the price of not being able to access all functionality of the target language. For example, it is not possible to create a new table through this interface.

Fortunately, many special purpose languages can be handled by one or more of the above options. An exception is JavaScript, which has a complicated C-like syntax. Inventing a Prolog datastructure that captures all functionality of the language and is easy to understand by a Prolog programmer with some JavaScript knowledge is probably not feasible.

8.2 How does the semantics of target language relate to Prolog?

Relation between the semantics of both systems is also important. We see that a close semantic relation (SQL) can be used to find an alternative to a syntactic mapping. We also see that strong syntactic integration between two systems that have large semantic differences (R, XPCE) can lead to confusion.

8.3 Technical integration

In many of the above described examples (SQL, HTML, JavaScript), we must ultimately produce a string serialization for the target language. In others (XPCE, Java, R) generation of text can be avoided. In other words, the target language can be linked into the same process and the systems can communicate using low-level communication that typically uses the C language as intermediate.
9 Discussion

Many of today’s applications are built from components that use different programming languages and markup languages. There are roughly two ways in which we can make Prolog play in this orchestra: (1) as a logic component or (2) as ‘glue’, making Prolog talk to multiple different components. Some systems (e.g., Amzi!) concentrate explicitly on a minimal role as ‘Logic Server’. Most system make no clear choice and SWI-Prolog probably represents the most extreme view in pushing Prolog as a ‘glue’ language.

Composing text of another language using simple string manipulation is often undesirable because the actual goal is to create structured objects in the target environment (let it be data structures or executable objects). Simple composition of text fragments easily leads to syntax errors that are hard to detect in the development environment or, worse, security vulnerabilities (e.g., SQL injections).

As we have seen, Prolog is rather poor in representing (long) textual expressions, but it is good in using concise syntax to build complex datastructures of which the syntax can be optimised using operators. This approach works for languages with a uniform syntax that is easily expressed (R), languages with a simple datamodel (HTML) or languages that are semantically close, such that we can translate a subset of pure Prolog into the target language (SQL).

Avoiding limits in Prolog supports this approach, i.e., unbounded integers can comfortably represent integers from any language. Compound terms with unrestricted arity allows representing any table row or array as a compound term and atoms with unlimited length and Unicode characters can represent any string. These features can all be implemented within the ISO standard.

It is feasible to extend Prolog syntax to improve the transparency of these language mappings, avoiding the need for workarounds such as discussed in section 7. In particular, we lack the commonly found syntactic constructs described below. If we can find an elegant way to add these constructs, more languages can be handled using a syntax that stays close to the syntax of the target language, improving readability and reducing the need to document unnatural changes to the syntax of the target language.

name()  
This is currently a syntax error in Prolog. Adding it introduces some ambiguities in e.g., functor/3. Otherwise, atom/1 can fail on this and compound/1 can succeed.

a[x]  
Array syntax This is already supported by e.g., B-Prolog.\(^9\) In B-Prolog, X[I\(_1\),...,I\(_n\)] is a shorthand for X°[I\(_1\),...,I\(_n\)].

name(arg,...) { body }  
It is unclear how to turn this into valid syntax, but currently it is always a syntax error because neither a compound term, nor a {...} term can be an operator and the Prolog syntax does not allow for a sequence of two non-operator terms. This implies that it is possible to make this term legal syntax without introducing compatibility issues with the current Prolog standard and, like the array subscript notation discussed above, map it to a Prolog term.

\(^9\)http://www.probp.com/manual/node47.html
‘.’-separated sequences These can in part be supported by defining ‘.’ as an infix operator, but this creates ambiguous syntax with floating point numbers. Handling the dot as an operator causes such identifiers to show up as lists, which may easily lead to ambiguities. Possibly, a . b can be handled at the tokenization level. For example, it could be a valid unquoted atom.
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